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MATHEMATICAIL MODELS OF THE MASSACHUSETTS BAY

ABSTRACT - PART III

A MATHEMATICAL MODEL FOR THE DISPERSION OF
SUSPENDED SEDIMENTS IN COASTAL WATERS

by

GEORGIOS C. CHRISTODOQULOU
WILLIAM T. LEIMKUHLER
and

ARTHUR T. IPPEN

A three-dimensional analytical model is proposed for the descrip-
tion of the dispersion of fine suspended sediments in coastal waters.
The model basically predicts the quasi-steady state sediment concentra-
tion as a function of space and tidal time and the deposition pattern in
the region surrounding a continuocus vertical line source. It requires
that the sediment settling velocities and the hydrodynamic features of
the area, the net drift and the tidal velocities as well as the disper-
sion coefficients be known. Effects of wave action and vertical
stratification are not explicitly considered. A separation of variables
technique permits a rather independent treatment of the vertical and
horizontal distributions; they are linked primarily through thw decay
factor, which represents the loss of material to the bottom.

The model is applied to a hypothetical dredging situation in
Massachusetts Bay. Values for the hydrodynamic parameters were obtained
from the analysis of field data collected during the past year. Labora-
tory experiments were carried out for the determination of settling
rates of clays in seawater, in view of unknown flocculation factors.
Stoke's law was considered adequate for silt and very fine sand.

The model results indicated very long and relatively narrow
dispersion patterns, under the assumption of constant drift direction.
The net drift and the sediment settling velocity seem to be the most
important factors controlling the dispersion of fines in coastal waters.
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CHAPTER 1

INTRODUCTION

Suspended sediments of inorganic and organic origin exist in
most coastal waters in varying small concentrations. Their presence
arises either from natural sources or increasingly from man's activities
near and off the shores. Natural erosion processes take place inland
and produce suspended sediment which eventually reach the estuaries and
the sea., Man has contributed to this natural supply by construction,
waste disposal, agricultural and irrigation practices, and in more
recent years provides additional amounts of sediments by extension of
his activities to the shorelines and coastal waters.

The amount of sediment naturally present in the coastal environ-
ment must be considered a part of this environment, and all biological
activity has in time come to quasi-equilibrium with this as with all
other factors present. A drastic change in sediment concentration could
hinder some natural processes possibly causing severe damage to many
forms of life,

More specifically, suspended solid particles contribute to the
turbidity of the waters and hence affect biological processes through
the extinction of light, Thus, increased concentrations could impair
the growth of many organisms locally as well as some distance away from
the disturbance created by man. In addition, these particles, wherever
they are deposited, could directly affect plant and animal life on the

sea bed.
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A growing concern has therefore arisen with regard to this type
of pollution and the prediction of the movement and dispersion of the
fine sediments introduced into a coastal area by dredging or dumping
hag become a most important problem. In order to make such a predic~
tion, it is first necessary that the hydrodynamic characteristics of
the area be known. Thus the problem requires information concerning
dynamic characteristics such as the magnitudes and directions of tidal
and non-tidal currents, the distribution of the velocities in the
vertical direction, the vertical and horizontal dispersion rates, the
effects of wind and waves, and other parameters. All of these depend
upon the geometry and the geographical position of the body of water
under consideration, in addition to the meteorclogical conditions.
However, the geometry is usually complex and the meteorological condi-
tions cannot be readily forecast. Theoretical approaches to the
determination of the velocity field must therefore be based on simpli-
fying assumptions.

The limited knowledge of sediment tramsport behavior, coupled
with the hydrodynamic complexities, makes the problem one of extreme
difficulty. The sediments of interest consist typically of very fine
material. For the most part they fall into the silt and clay range.
In the presence of sea water, electrochemical forces become important,
causing flocculation, that is, the individual grains form larger
aggregates which have lower density and mostly increased settling rates.

In spite of these complications, theoretical investigations can

still lead to some significant results. Even under gross assumptions,
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these results provide at least qualitative information, which can form
the basis for more sophisticated approaches toward a good understanding
of the process.

Previous investigations of the behavior of solid suspensions have
dealt for the most part with single aspects of the problem. These
studies are briefly reviewed in a following section.

The present study is an attempt to solve the general problem of
sediment dispersion in coastal waters by combining the results of pre-
vioug analytical investigations, field measurements, and laboratory
experiments. Several simplifying assumptions were made to this end and
a specific three-dimensional analytical model is proposed for a descrip-
tion of the processes involved. Numerical models may be developed as
a further step. Nevertheless, it is believed that an analytical solu-
tion, relatively simple and generally applicable, can serve as a first
approximation for the prediction of sediment transport and dispersion
in coastal waters.

This analytical model starts with the general three-dimensional
dispersion equations to which a separation of variables technique is
applied so that the vertical concentration distribution can be treated
independently. A single layer shear flow is then assumed, and the .
equilibrium concentration profile is found for the vertical direction,
as is done in open channel flow. Stokes' law for settling velocities
of sediments other than clays is applied. For clays such velocities
were determined in a laboratory settling tube, however, without specific

examination of the flocculation process.
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A velocity field is assumed consisting of the superposition of
a net drift and a sinusoidal tidal velocity at any angle to the net
drift. Taking inte comsideration the nonuniform sediment distribution
over the vertical, a technique for the analysis of current data was
developed to provide values of the advection and dispersion factors in
the two-dimensional dispersion equation which is then sclved for the
quasi-steady state case. It iIs further shown that in addition to the
concentraticns of suspended sediment as a function of time and space,
deposition patterms on the sea bottom can algo be derived.

This work was initiated as a complementary study to the Sea Grant
Project, "The Sea Envircnment of Massachusetts Bay and Adjacent Waters",
and to the New England Offshore Mining Environmental Study (NOMES-NOAA)
which involved an experimental dredging operation planned in Massachu-
setts Bay for the summer of 1974. While the actual dredging operation
has been cancelled, base line measurements were made during the past
year and provided some input for the parameters needed for the applica-
tion of the analytical model to a natural coastal environment.

The relative importance of the various parameters for predictive
purposes 1s established, Thus field measurements can be planned with
better judgement as to whether certain quantities should be determined
accurately or can be estimated approximately without serious effects on

the ultimate dispersion patterns.
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CHAPTER 2

REVIEW QF PREVIOUS RESEARCH

There have been gquite a number of studies related to the subject
of the present work., Most of these, however, have dealt with only one
agspect of the problem,

The relatlve vertical distribution of suspended sediment in a
turbulent stream can be stated in analytical form when a suitable
velocity distribution function is introduced into the differemntial
equation for the equilibrium between turbulent upward transport of
sediment and downward settling due to gravity. The latter relation was
first established by Schmidt (1925) to describe the distribution of
dust particles in the air. In the 1930's, Ippen (16) and Rouse (26)
introduced the velocity distribution functions by Krey and Von Karman,
respectively, with identical results. A linear shear distribution for

a steady, two-dimensional flow was also assumed. The well-known solu=-

tion is:
Z
c h=-z a
—_— = L] = -1
c [h—a z] (2-1)
a
where
Vg
Z = —
kBu*
e, . = the reference concentration at elevation a

h = the total depth
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w_ = the settling velocity of the particles

k = the Von Karman constant
B = ezlem, the ratio of the sediment mass exchange coefficilent

to the momentum transfer coefficient

/S T
u, = _9 , the shear velocity

*
p
To = the bottom shear stress
p = fluid density

Dobbins (6) investigated the problem of vertical sediment dis-
tribution in the transient state, and by a separation of variables
technique he obtained a solution as a series expression. He also con-
ducted experiments to verify his results.

Since that time, the parameters appearing in the exponent, Z, of
Equation (2-1) have become the subject of research., The Von Karman
constant was found to depend upon the near-hbed concentration, while
k = 0.4 applies strictly only to clear water. Furthermore, the velocity
distribution changes due to the presence of suspended sediments, as
Ippen pointed out (17). These changes, however, are significant only
in the case of high sediment concentrations, a2nd therefore are not con-
sidered important to the present work.

Another subject of debate was the coefficient B, which has been
found to take on values both higher and lower than unity (18). Never-
theless, for fine sediments most investigators agree on a value of B

close to 1,
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The greatest difficulties arise in estimates of the proper
values for the settling velocities of the suspended particles. Stoke's
law is adequate for very fine sands, however it is not readily applied
to clay particles because the settling rates of clays are altered by
flocculation. 1In this process large groups of particles with high
settling rates are formed from collision of smaller ones. Flocculation
takes place te a high degree in the sea environment. Partheniades
(24,25) and Krone (7,20) have dome extensive work in the field of
depogition of fine clays in estuaries and generally in salt water.
While the mechanism of collision is well understood, the rates of
sedimentation are, in general, far from being quantitatively determined.
Because of the need for some form of quantitative prediction of settling
rates in the present study, it was decided that some laboratory experi-
ments should be performed. Sections 4-4 and 4~5 deal with this problem
of flocculation in more detail.

Recently, Jobson and Sayre, in a series of papers have approached
the problem of dispersion in a uniform open channel flow with turbulent
shear, through a two-dimensional model, i.e. not considering lateral

variations of velocity

2
3¢ 3¢ _ 9 3¢ 3¢ 3¢ -
Y u(z) 9x  dz (e, az) two 3. & ) (2-2)
where ez = the turbulent diffusion coefficient in the wvertical
direction
Ex = the turbulent diffusion coefficient in the longitudinal

direction which is congidered constant
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u(z) the longitudinal velocity at depth z

the fall velocity of the particles

£
fl

Sayre (27) worked on the transient distribution of suspended
solids in the silt range. He used the method of moments to formulate
a finite difference scheme, which provides values for the moments of
the distribution of the suspension. He elaborated on the bottom bound-
ary condition, introducing a bed absorbency factor and an entrainment
factor. He also investigated their effect upon the dispersion process.
Jobson and Sayre (18,19) incorporated these two factors into one
coefficient, called A, which effectively represents the overall proba-
bility that a particle settling to the bed is deposited there. Its
importance was examined, but its value was not determined for any
particular sediment. The two-dimensional equation was simplified for
2

e, 2% as
3x

the steady state by omitting the term %%—, and assuming
negligible. The resulting numerical solution was compared to experi-
mental results. They stated in their conclusions that the fall velocity
1s the primary factor for controlling the rate of descent of the sedi-
ment matter; the effect of turbulence on the fall velocity was
negligible compared to the effects of grouping due to the injection
method. The accuracy of the vertical diffusivity (ez) distribution was
found not te be particularly important for the determination of the
vertical concentration profiles.

Other researchers, working mainly on the dispersion of pollutants,

tried to estimate the longitudinal dispersion coefficient EL, appearing
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in the general one-dimensional dispersion equation as stated by

Harleman {(12):

PR L wme L hw Bt e
where A = the (variable) cross-sectional area of the channel
U,c = the cross-sectional averages of velocity and concen-
tration, respectively
r, r,
T p ~ source and sink terms

EL is the sum of the longitudinal diffusivity and a term accounting for

the velocity variations over the cross section:

EE = €+ — (2-4)

where u",c" are the spatial deviations of the velocity and concentration
from theirmean values, U and ¢, The second term is normally much
greater than the first.

G.I. Taylor first developed in 1954 a theoretical formula for
determining EL in a circular pipe, assuming a logarithmic velocity dis-

tribution. His formula was

E, = 10.1 ru (2-5)

L *

where r, = the radius of the pipe.
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Elder in 1959 (8) carried out a similar computation for steady,
uniform, two-dimensional (i.e. infinitely wide) open channel flow with

a logarithmic velocity distribution and found

E, = 5.9 hy, (2-6)

where h = the depth of the channel.

Both Taylor and Elder verified their results by tracer experi-
ments., Elder, in addition, pointed out that his formula is valid only
for suspensions of uniform vertical distribution and that a similar
analysis could be done for particles having a non-uniform distribution,
by considering the deviations of the local velocity from the mean-
weighted velocity, rather than from the average velocity. The mean-

welighted velocity is:

U, = ]1 P(Z)udg (2-7)
(o]

where P(Z) = the probability demnsity function of the position of the

particles, analogous to their wvertical distribution.

u = the local velocity

Z = mnon-dimensional depth z/h

Later on, Fischer (9) suggested that in a natural river lateral
variations of veloeity are more significant than vertical ones. His
formula for finding the longitudinal dispersion based on the lateral

depth-averaged velocity distribution gives values of at least an order
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of magnitude higher than Taylor's values. Tischer also tried to
estimate the "initial time", T , after which the dispersion resulting
from an instantaneous injection is adequately described by models of

the form of Egquation (2-3). He defined a time scale for cross-sectional
mixing, T' = &; , where £ is the distance over which diffusion takes
place (e.g. the distance from the point of maximum velocity in the cross
section to the channel boundary) and € the diffusion coefficient in the

corresponding direction. He concluded that for a pollutant jinitially

uniformly distributed over the cross section, TI ¥ 0.4T'.

These studies increased the understanding of the dispersion
process in natural streams, but the extension of their conclusions to
estuaries, where the flow includes a periodic component, and, moreover,
to coastal waters is not straightforward.

For estuaries, Harleman (12) proposed that Taylor's basic equa-
tion could be used, modified sc as to include the hydraulic radius
instead of the pipe radius and also have an increased coefficient (by a
factor of 2) to account for natural non-uniformities. He suggested
using the average value of the absolute magnitude of the veloclty over
the tidal cycle, More detailed approaches to the problem of sinusoidal
tidal velocities were made by Holley and Harleman (15) and Holley,
Harleman, and Fischer (14). Imn the former it was found that the fluctua-
tions of the dispersion coefficient due to the tide become insignificant
after 1 to 2 tidal cycles following injection. In the latter it was
suggested thattweo dispersion coefficients could be computed, one from

the vertical and one from the lateral velocity variation and the larger
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should be used in the dispersion equation. It was found that the

"initial time" was approximately T. = 0.2T', that is, about half its

I
value for steady flow. Finally, it was indicated that an order of
magnitude accuracy in the value of the dispersion coefficient was
adequate fgr modelling continuous injections. This conclusion is very
important for the present study, in view of the difficulty involved in
the determination of this coefficient.

Another approach to the dispersion in periodic flow was made by
Okubo (23), who assumed a linear oscillating velocity profile and worked

with the method of moments to find the variance Oxz-of the longitudinal

distribution. From this the dispersion coefficient could be defined as
E = (2-8)

In periodic flow the coefficient has only half its value for a steady
flow of the same velocity.

Okubo also presented an excellent review of previous work
relative to the horizontal diffusion coefficient in the ocean. He
collected information from numerous experiments and correlated the
diffusion coefficient to a characteristic length scale (22). The
purely diffusive process, however, does not contribute significantly
to the overall dispersion of sediments and therefore is not of great
significance to the present study.

Lately, three-dimensional models for dispersion problems began

to appear. Wnek and Fochtman (33) combined some of the previous ideas
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to develop a mathematical model for dispersion of pollutants in near-
shore waters; assuming constant dispersion coefficients in all three
directions they found an analytical solution in terms of error functions
for the case of infinitely distant boundaries, which they adjusted for

a finite depth by the method of images. However, they considered only
neutrally buoyant particles. Also, they did not include tidal currents
in the model.

Tetra Tech published a report (31) on the dispersion of radio-
active debris due to an underwater explosion; this was a detalled study
in which a three-layer model was developed to account for the thermo-
cline and the transfer between layers was considered. The vertical
profiles of the ocean currents were examined and a vertical density
gradient was taken into account. The solution of the model was per-
formed numerically by the method of moments and numercus computer plots
of the concentration and other parameters vs, time and space were pre-
sented in the report. In this study, the particles were also assumed to
be neutrally buoyant. Furthermore, the effect of the bottom was con-
sidered negligible, since the model dealt with deep oceans rather than
coastal areas.

In addition to mathematical models, major field stﬁdies were
also carried out in some areas, specifically for estimating the hydro-
dynamic characteristics of relevance to dispersion of suspended
particles, For example, current meter and dye studies were made in the
Gulf of Maine (1). The dispersion coefficient was found to be larger
in the direction of the stronger current, as expected, but the natural

variations of the parameters were too large to establish a reliable
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correlation between dispersion and current magnitudes.

Finally, under the NOMES project itself, a discharge of glass
beads simulating the sediment entrainment due to offshore mining was
performed in Jume 1973 (21,13). At that time Hess had developed a
preliminary model for predicting the dispersion of suspended matter (21).
The model was intended to give only rough estimates and thus some
factors such as the tide and the vertical diffusion were not considered.
He ugsed the same dispersion coefficient for all directions as cbtalned
from a ;urface dye study combined with aerial photographs takea in the

summer of 1972.
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CHAPTER 3

THE MATHEMATICAL MODEL

3.1 Basic Assumptions

The analytical solution required several assumptions concerning
the geometry of the water body, the velocity field, and the character-
istics of the sediments.

The sediments are assumed to be introduced continuously
into the water body along a uniform vertical line source, at a
constant rate, The sediment is assumed to comnsist of a number of
grain size groups, each having a certain settling velocity, v
These settling velocities are considered to be constant over the
depth. Flocculation of particles in the clay range is taken into
consideration as discussed in Sections 4.4 and 4.5,

The location of the line source is assuwmed to be far encugh
from the shore so that problems due to the land-sea boundaries do
not arise. Amongst these, for example, is the action of breaking
waves. In deeper water the effect of waves is negligible and need
not be considered. Wave action may have some influence on sediment
suspension, but it affects it only indirectly by increasing vertical

diffusion.
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The depth of the body of water is assumed to be constant. If
the resulting movement of sediments does not extend to areas with
significantly different depth, this assumption is justified in view
of the great simplification involved.

In the ideal case of a straight shoreline, the velocity field
near the shore would normally consist of a longshore current and some
tidal compconent normal to the coast., However, since the area of
interest is a considerable distance offshore, this is not necessarily
true, Therefore, for purposes of generality, the tidal and net drift
directions are not assumed as normal to each other. These directions
are not easily determined in any particular coastal region. The
difficulties increase as the geometry of the area becomes more
complicated and field measurements are necessary for the determination
of the prevailing current directions and magnitudes.

The coordinate system is set up with the origin on the bottom
at the position of the vertical line source, the x—axis parallel to
the net drift, the y-axis normal to the drift, and the z-axis
vertical upwards. The flow field is modeled as a one layer system,
that is, no thermocline is considered.

The currents are assumed as functions of depth, z, only,
and invariable in the horizontal directions. The tidal velocities are,
of course, also functions of time. Thus, the flow field may be

represerted as follows:
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x-axis: u{z,t) = uT(z) sin wt + uf(z) (3-1.,a)
y-axis: viz,t) = vT(z) sin wt (3-1.b)

z-axis w=20 (3-1.¢)

where
u, = net drift velocity
Ups Vg = the components of the maximum tidal velocity,
assumed sinusoidal
Since many of the assumptions would not apply near the shore, a
detailed shoreline configuration is not essential to the model. For

gsimplicity, it may be represented by a straight line or a set of

straight lines.

3.2 Structure of the Model

Under the above assumptions, the mass balance equation for

suspended matter is:

ac 3c dc ¢ _ 9 . Zcy 3
.§E+u§;+v_a;-w_-3x(€x3x)+ (e

dey L 9 dc
dy VBY)+ ¢ )

3z "z 9z
(3-2)
where L is the particle gettling velocity and € Ey, €, are the
turbulent or eddy diffusivities in the three corresponding directions,

The two horizontal diffusivities are normally independent of x and y

and equal. Therefore, Equation (3-2) can be written as:
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2
B¢ %, e e, e, 3%, .3 . e
v m t Y 3y ~ Vs Bz € 3y2 + Ey ayz + 5 (ez az)

The depth, h, in coastal areas is, in general, much smaller than

(3-3)

the horizontal dimensions. Therefore, vertical equilibrium is
achieved after a relatively short time. In general, this time depends
on the depth and the vertical diffusivity, €, provided that the
particles are small. Using the definition of "time scale" for
diffusion T' (g,14), it is found to be h2/ez. This is believed to be
an upper bound for the time to equilibrium, since the settling velocity
acts in addition to the vertical diffusivity. It should be noted that
the diffusion-type modeling of the process does not hold for short
times after the beginning of the injection, as already mentioned in
Chapter 2. Also, the model is not expected to be valid in the
immediate vicinity of the sediment source, because the time needed

for vertical equilibrium implies some excursion of the sediment away
from the source, before the model is reliable.

Once vertical equilibrium is established the shape of the
vertical profile does not depend upon the magnitude of concentration
over gome range. This assumption i1s basic to the solution of the
model, for it permits independent treatment of the vertical and
horizontal distributions. 1In fact, the concentration, c, can be
represented as the product of a depth-averaged function, ¢, and

a normalized function of depth’¢:
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clx,y,2,t) = c(x,y,t)$(L), T = z/h (3-4)

where

1
J $(2)dz = 1 (3-4a)

The parameters u, v, ¢ can be written
u="0U+u"
ve=V + " (3-5)
c=c+c"
where U, V, c are the depth-averaged values of the velocities and

concentration, and u", v", ¢ are the spatial deviations about these

average values., Thus, Equation (3.3) becomes

ac wy a(ctc™) a dle+e™) - 9c
5t+(U+u)“—_—3x -i-(V-1-v)—-—ay L
2 2
- e 2¢ 9c 3 (. B¢ -
- Ex 2 +e 2 + 9z (Ez Bz) (3-6)

Averaging over the depth and taking into account
i) the Leibnitz Rule for differentiation of integrals

h h h
ii) the fact that f u" dz = 0, I v" dz = 0, J c"dz =0
0 0 0
]

iii} simplifications such as %; c" = 3y c'=0

the equation takes the form
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a—E*'U@E‘*'VEE-*E[Ml) - ¢(0)]
at x T V3 T h ¢

2- 2

-f ¢ e, e v 3 . 3 -
Ex axz + Ey 3y2 + h2 [EC 35)C=1 (EC Bc)c=0] (3-7)
where h h
J u''c"dz J u''c"dz
0 0
Ex = Ex + -, Ey = Ey + — (3-7a,b)
NS L %
ax oy

The coefficlents Ex and Ey account for both the turbulent diffusion
and the dispersion due to the non—-uniform velocity distribution. They
are refered to simply as the dispersion coefficients. In the case of
heavy particles, which have more variable concentrations over the
depth, the mean transport rates should be used (Elder (8)) rather

than the mean velocities. That is,

h
Iouwz 1h . 1
U = ——— = —f u— dz -I uddl (3-8a)
B h h -
I 0 ¢ 0
cdz
0
1
and similarly Vs = [ vddr {3-8b)
0

These welghted velocities, Us and Vs, describe the advective motion
of the centroid of the dispersing suspended matter. They are the
product of the corresponding mean water velocities over the depth

and the coefficient a, as defined by Ippen (17). It is evident that
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the physical meaning of the dispersion coefficients given by
Equations (3.7a,b) is modified accordingly. Their second term should
account for the velocity deviations about the weighted-mean values,
as defined in Equations (3.8a,b).

Equation (3.7) can be further written

~ - - 2~ 2-
¢ gc dc 3¢ d c -
=+ U =+ V ==E +E - ac (3-9
ot 8 9x s oy x ax2 y 3y2
where
_ s 1 3 2
a = F_[¢(O) - ¢(1)] + EEI(EC acc:ﬁ - (EC 3C)C-1)] (3.10a)
or
w ¢(0) v ¢(1)
- s~ .1 3 -8 " .1, 23
o= [ o + 2 (EC BC)C=0] [ n + N (t—:c BC)C=1] (3.10b)

Equation (3.9) has the familiar form of a two-dimensional dispersion
equation, with & representing the decay constant. The meaning of o
can also be understood in view of Equation ¢3,10b). The first term
represents the rate of loss of materlal to the bottom, while the
second term expresses the gain of material through the surface.

The latter may be assumed zero. These considerations will be dis-
cussed in Section 4.2.

The vertical distribution, represented by the normalized
function ¢(Z), plays a key role in the determination of the
horizontal distribution. It not only readily defines the decay rate
o (Equation 3.9, 3.10) but alsc affects the advective terms (3.8a and b)

and the dispersion coefficients.
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CHAPTER 4

THE VERTICAL CONCENTRATION DISTRIBUTION

4.1 The Normalized Equilibrium Distribution

Because of the assumption that the shape of the vertical pre-~
file does not depend upon the horizontal variations, it is possible to
solve for the vertical distribution first. In fact, thils order is
essential, since important parameters for the solution of the horizon-
tal distribution fequire knowledge of the normalized function ¢ (Z).

In addition, the main objective of this work is to obtain the quasi-
steady state solution of the entire problem. The distribution over the
vertical dimension will be the first to come to equilibrium because of
the relatively small value of hZIEZ. Thus, total equilibrium is
obtained when the horizontal (depth-averaged) concentration distribu~
tion reaches steady state, provided that the time needed for this is
sufficiently larger than hzlez.

Because of the relatively short duration of the transition
period, only the equilibrium state of the vertical distribution will
be considered here. The vertical profile of suspended sediments over

the depth, under equilibrium conditions, is described by the Schmidt

equation:
e ..3_.—c-+wc = { (4-1)
z 3z s



where ¢ the concentration of suspended matter at depth z

£
It

the settling velocity of the grain size considered

€ = the vertical mass diffusivity for sediment

This equation expresses a balance between the tendency of the particles
to settle (wsc) and the upward flux of sediments due to diffusion
(Ez %E). In order to solve for c it is necessary to provide expres—
sions for v and Ez. The latter is a function of z, whereas w_ can be
considered constant.

The sediment diffusivity Ez i1s related to the turbulent momen-

tum transfer coefficient €n by the relation

g, = Bem (4-2)
where B is close to unity for the very small particles with which the
present work is concerned, The value of € is obtained from the

velocity profile, 1In the case of a logarithmic velocity distribution
and of the related linear shear distribution in a uniform open channel
flows, the distribution of €, over the depth is parabolic, The solu-

tion to the Schmidt equation under the above assumptions is

zZ
[h/z-I]

a'h/a- (4-3)
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where 7 = (for B =1, k = 0.4) (4-4)
In Equation (4~3) a is a reference depth at which the concentration c.
is supposedly known. The shear velocity, u,, is related to the mean

velocity and the Weisbach-Darcy friction factor, f, by the relation

AT (4-5)

u
* 8§ m

The value of Um to be used here should represent a mean current magni-
tude regardless of direction. For flat bed conditions the friction

factor may be given an average value close to f % 0.02, thus u, %-%0 u.

The one-layer shear flow with a logarithmic velocity profile
assumed here ﬁay be a poor descripticon of coastal currents, especially
during the summer season when a definite thermocline exists. Neverthe-
less, recalling that wave action and density differences have been
neglected in the level of sophistication of this model, the shear
effects become primary factors of transport and dispersion of suspended
matter. Furthermore, the logarithmic velocity profile was adopted in
view of the extensive work done in justifying its application to open-
channel flow and the lack of adequate field information to propose a
different profile. A different assumption about the vertical velocity
profile would lead to a different distribution of Ez. However the

vertical concentration distribution 1s not very sensitive to changes in
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ez, as Jobson has stated (19). The general procedures shown in this
model can be easily made to comply with any profile that might be found
to prevail in a specific coastal area. Thus, the generality of this
study is not restricted by the velocity profile assumption.

It can be seen from Equation (4-3) that the shape of the
vertical profile for a particular grain size (i.e, ws) and certain flow
conditions (i.e. u*) is constant, provided that the concentrations are
sufficiently low so that k can be assumed constant (The actual magni-
tude of the profile depends, of course, on the reference value ca).
Therefore, the assumption made in Chapter 3 regarding the similarity
of the vertical profiles 1is justified.

Recalling that c¢ = T¢, Equation (4.3) can be written in terms
of ¢(C):

Z
60 = ota/m R (4-6)

Before proceeding to more details, it should be mentioned that
the Schmidt equation is not valid very close to the bottom, Tt is
fairly well-established that in the lower 4-5% of the total depth, the
concentration is approximately constant, not obeying Equation (4-3)
although measurements in that zone are difficult both in the labora-
tery, because of the size of the lnstruments, and in the field, because
of the interference of the bed-load transport.

In light of this approximation, it is convenient to chose a

reference depth a = 0.05 h which yields the fellowing normalized
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profile:

Z
3@ = 0.09EE for £ > 0.05

(4-7)

(2 $(0.05) for £ £ 0.05
In most cases the reference concentration . for Equation (4-3) has to
be determined experimentally. However, due to the fact that ¢(Z) is a
normalized function, the determination of ¢(0.05) can be performed
1
analytically, by combining (4~7) with Equation (3~4a), i.e. f ¢(g)dg =
0
1. The resulting value of $(0.05) is
1

$(0.05) = > (4~8)

0.0 + [ [llflg:-'—l] az
0.05

The integral can be evaluated numerically for several values of Z,
corresponding to different settling velocities., This is done through a
computer program, which then finds ¢ (0.05) and the whole vertical
distribution according to Equation (4-7), This program is presented in
Appendix B, as pari of the larger program developed for the model and

discussed in Chapter 7.

4.2 Boundary Conditions - Determination of the Decay Rate

In order to determine the decay factor o of the depth-averaged
distribution, it can be seen from Equation (3.10) that the values of

the normalized vertical distribution and its derivative must be known
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at the bottom (Z = 0) and the surface (C = 1).

From Equation (4-7) it is evident that ¢(1) = O

Also EC =@Q at [ =1
Ys 1 &
Thus, O = - ¢{0) + ;5 (!—:C dC)C-O (4-9)

In the general case, the bottom boundary condition may be expressed

(18,19) as

dc

z az + (I—A)wsc = 0 at z =20 (4-10)

This can be written

£

£ dc - =

1 & + (1 A)wsc 0 or

EC @.

Y & + (I—A)ws¢ = 0 at £ =20 (4-11)

The quantity "A" represents the overall probability that a particle
reaching the bottom will stay there and will not be resuspended. It
refers to a time average of the percentage of particles sticking to
the bottom relative to all particles that reach it. In fact, A does
not distinguish between those particles that simply "bounce” off the
bottom and those.that remain at the bottom being replaced by other,

newly scoured, particles, It is believed that A is related to the

flow conditions, specifically the mean velocity and bottom shear and

also to the sediment characteristics, particularly the degree of
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cohesion. The lower the flow velocity or bottom shear, the higher A
is expected to be’approaching unity.

For fine cohesive sediments, some quantitative relations have
been derived. Partheniades (24,25) tried to determine the minimum shear
stress under which all suspended matter is deposited, and the equilib-
rium concentrations of clays in suspension under certain flow conditions.
Binstein and Krone (7) conducted experiments with "San Francisco Bay
mud" and found a linear relation between the percentage deposited and
the bottom shear. These results, however, were derived with specific
sediments and experimental techniques and cannot be easily extended.

In general, A is a very uncertain factor to predict and accurate
values have to be determined experimentally for every particular problem.
For the low velocities prevailing in coastal areas, A is expected to be
cloge to unity. As Jobson and Sayre (19,27) have reported, changes in
A seem to affect the vertical profile only very close to the bottom.

Nevertheless, A is very important for the horizontal distribution.
It is directly related to the decay conmstant c. In fact, Equation (4-11)

may be written:

1 d
& & E%);-o +w ) = Aw_¢(0) (4-11a)

By comparison of Equations (4-9) and (4-11a) it is evident that

Aws¢(0)

a = —-—-—-—-h . (4"' 12 )
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It must be mentioned that the assumption of constant $(Z) in

the interval 0 € § € 0.05 (Section 4.1) implies %%-C=0 = 0, which is
inconsistent with any value of A other than 1, as it can be readily seen
from Equation (4-11). For A < 1 =+ %%’c= 0 < 0O=¢{0) > ¢(0.05). It

would be possible to modify this small lower portion of the vertical
profile so that various values of A can be incorporated. The correc-
tion, however, would be insigificant in view of the many uncertainties
involved in the near-bottom concentrations. Hence, Equations (4-7) are
considered herein as giving an adequate description of the vertical pro-

file, regardless of the value of A.

4.3 BSediment Settling Velocities

The settling velocity is the most important sediment character-
istic. It affects directly thé vertical distribution (Equation 4-4) and
indirectly the horizontal distribution, mainly through the decay factor
(Equation 4-12).

In the present work only fine particles are of interest. Their
fineness is essentially associated with their ability to stay in
suspension for a sufficiently long time so that they can travel a reason-
able distance away from the source before being deposited. The terms
"sufficiently" and "reasonsble" are of course vague; it remains for the
engineer to estimate appropriate values for every particular problem,
based on such factors as depth, magnitude of currents, etc.

In the case of the area of interest in Massachusetts Bay, the

depth is approximately 30 meters. If the particles are required to
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travel for at least one hour before being deposited, the maximum
settling velocity of interest is of the order of 0.8 cm/sec. Particles

with such small settling velocities are considered to follow Stoke's

law:
gl
s T 1av (VY (4-13)
where d = the diameter of the particle

g = the acceleration of gravity
vV = the kinematic viscosity of the water

Y. = the specific weight of the sediment consideréd

Y. = the specific weight of seawater

Subgtituting, g = 981 cm/sec2

Ya = 2.65 for natural sand and silt,

Yo = 1.025 for a mean temperature of 10°C and a salinity of
33 Oloo

v % 1.31x1072 cn’/sec (at 10°C)

the resulting settling velocity is

v o= 0.68x10%d% (4-13a)

Therefore, w, = 0.8 cm/sec corresponds to a particle size of d =
0.0108 cm = 108 i, In the present work particles smaller than 100 u

will be considered.
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Stoke's law refers to spherical particles of diameter d. Par-
ticles having the same volume and weight but different shapes have
significantly different settling velocities. However the settling
velocity, not the actual shape and size of a particle, is the sediment
characteristic most essential to this study; thus, the particles can be
classified in terms of "equivalent Stoke's diameters".

Following the MIT soil classification, the sediments are divided
into groups of particle sizes and characterized as "very fine sand",
"gilt" and "clay' as shown in Table 1. The settling velocities are
computed using Equation (4.13a). The mean velocity of the group will
be used as the representative value for all sediments belonging to it.
THe value for the clay group corresponds to d = 1 U. The distribution
of each group can be examined independently if the interaction between

various groups is assumed negligible (29). This is true for low con-

centrations.
Table 1. Separation of Fines into Groups
Particle Size | Settling Velocities w_ (cm/sec)
Group Name range Qu.) lowest highest mean
Very fine sand 60-100 0.245 0.680 0.462
Coarse silt 20-60 2.72x107% | 0.245 0.13
3] 2.72%107% | 1.43x1072
Medium silt 6-20 2.45x%10
" . -4 -3 -3
Fine silt 2-6 2,72x10 2.45x10 1.36x%10
-4 -4
Clay <2 2.72x10 0.68x10
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4.4 Flocculation Characteristics and Effects

While for the sand and silt range the above considerations are
adequate for the determination of the settling rates, the phenomenon
of flocculation does not allow such a simplified approach for the clay
range. Flocculation is the process of formation of large aggregates of
particles by the association of many smaller omes. It is due to the
collision of individual particles and to the cohesive and electro-
chemical nature of clay particles in saline water.

Several investigators have tried in the past to present a com-
prehensive description of the flocculation process. It is known that
collision of particles may be caused by three different mechanisms
(20):

i) Brownlan motion, &wl;i.._ch th_e rate of collision depends on
the temperature

ii) Local shear or velocity gradients, in which the rate of
collisions depends on the size of the particles and the magnitude of
the gradient

1ii) Differences in settling velocities of particles: Larger
particles settling through a suspension of smaller particles collide
with them at a rate depending on their relative velocities. Commonly,
Browian motion contributes to the initial stages of flocculation, while
the internal shearing dominates the formation of larger aggregates.

It is also known that limiting floc sizes are obtained for certain
ghearing rates. The collision rates in all mechanisms are directly

proportional to the concentration of suspended matter.
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Despite the good understanding of these mechanisms, there is
very little information concerning the settling rates of flocs. The
change of the floc size along with its density during settling and the
breaking of floes in layers of higher shear makes the problem too
complicated. Furthermore, the non-uniform composition of natural clay
suspensions adds to the complexity. It seems that the problem is more
tractable from a "macroscopic" point of view, that is, without trying
to fully understand the process, but by simply studying the effective
settling velocity of the flocs. Some field and laboratory experiments
have been carried out for this purpose. Krone (20) from studies in the
Savannah Harbor concludes that the settling velocities of the aggregates
are of the order of 1 cm/sec, varying considerably between ebb and
flood. These aggregates were found to have a specific weight of about
1.1 gr/cm3. Because of the high settling veloecity, most of the sus-
pended matter was deposited during high or low water slack and resus-
pended when the tidal velocities, and therefore the shear stress,

increased during flood or ehb,.

4.5 Settling Tube Experiments on Clay Suspensions

4.5.1 Experimental program and procedures

In order to get an overall quantitative idea of the settling
rates of clay suspensions a laboratory experiment was carried out.
Specifically, the experiment was intended to provide a set of equivalent
settling velocities, without dealing with the details of the floccula-

tion process.
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A plexiglass tube, 90 cm high and of 21 c¢m inner diameter as
shown in Figure 1, was initially filled with a uniform suspensioun of
clay in seawater and the decrease of concentration over time was
monitored through the extraction of samples by means of valves placed
at 15 em intervals along the tube. The samples were analyzed with
respect to their “turbidity” values, by means of a HACH 2100A turbidi-
meter.

Turbidity measurements were made as an expedient for determining
suspended sediment concentrations as opposed to laboriocus filtering
procedures. TField samples from the Massachusetts Bay analyzed by both
turbidity and gravimetric techniques provided the opportunity to corre-
late turbidity with concentration of total suspended matter (both
organic and inorganic). This correlation appears tec be linear, as can
be seen in Figure 2, at least in the range of concentrations encountered,
which are generally below 10 ﬁg/ﬂ. Since the turbidimeter operates by
measuring the scattering of light due to the particles in suspension
it is apparent that not only the concentration but alsc the composition
and size distribution of these particles affect the turbidity readings.
Algso, the presence of plankton increases the turbidity of the water,
but does not contribute much to the weight of the matter collected on
the filter. Thus, the scattering of the field data is reasonable in
view of the variety of locations and conditions under which the samples
were taken.

In the gettling tube experiment kaolinite suspensions were first

used, The material used was "Peerless No, 2 kaolinite" the same as
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that used by Partheniades in his experiments in a rotating channel
several years ago. The experiment was repeated with illite and Boston
Harbor mud. The i1llite was part of a sample of "Boston blue clay"
being used for soil testing in the MIT Soil Mechanics Laboratory. The
Boston Harbor mud was taken from the bottom of the harbor near Spectical
Island. Both samples were oven-dried at 140°F and powdered before being
used in the experiment,

In each run a known weight of sediment was added to a known
volume of seawater and the two vigorously mixed so as to achieve a
uniform initial concentration. The initial uniformity was checked by
taking samples at various depths immediately after the suspension was
made. As long as their turbidity readings were approximately the same,
the initial concentration was assumed uniform. These initial samples
were poured back into the settling tube in order to maintain the
original water elevatlon. A new sample was taken from the mid-depth
and its turbidity was checked to see if it agreed with the average of
the previous samples, It was then ugsed for calibrating the turbidimeter
for the particular suspension under consideration. The background
turbidity was subtracted from all readings. The calibration, made with
dilutions of this initial sample, indicated a good linear relation
between turbidity and concentration in all cases. These calibration
curves are presented in Figure 3. The background turbidity of the
seawater used was recorded before adding the sediments; it was general-

ly very low, about (.2 FTU.

-49.



T T T T T T ; 1 T
ol © Kaolinite
o Boston Horbor Mud e
ol ,
— o lllite
=
-4
L
)
=3
=y
£
[ =Y
=S
2
'

) i 2 3 ! 3 3 7 .
Concentration (mg/1)

a) 0—10 mg/! range

TOr T T T Y Y T T ¥ T
o Kaolinite
“T‘ o Boston Harbor Mud
s o lliite
'—
[
40P
>
Dol
o
[
-
*—
o
o
[ ]
1 i 1 1 ] 1 i 1 1 J
o 10 20 E™Y) 0 20 0 1) 80 90 100

Concentration (mg/|)
b) 0—100 mg/l range

Figure 3
Turbidimeter Calibration Curves for Clay Suspensions
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During each run samples were taken at certain times at various
depths and their turbidity measuréd. The number of samples was
limited to minimize the disturbance of the water columm and to avoid
drastic changes in the surface elevation. At first, the measurements
indicated a rather rapid decrease in turbidity in all depths, with
higher values always at the lower sample depths. For each set of mea-
surements, after subtracting the background value, the average turbidity
over the depth was computed. Due to the linearity of the turbidity-
concentration relationship, the percent decrease in average turbidity
represents the percent of the initial sediments that had settled below
the bottom valve. The turbidity measurements are presented in Appendix
A. Plots of percentage settled vs, time are shown in Figures 5 and 6.

The percentage of the sediment having an average settling time
between t, and t, can be estimated graphically by drawing tangents to
the sedimentation curve (drawn in linear scales) at ty and t, and find-
ing the difference of the percentages wy and W, where these tangents
intersect the ordinate axis (30). This technique is demonstrated in
Figure 4. The corresponding settling velocity will be between Hltl and
H/tz, where H i1s the depth of the water above the lowest valve. If the
times are chosen so that they correspond to the settling velocities
that separate the groups in Table 1, the respective percentages simply
indicate the clay fractions (by weight) that macroscopically behave as

i1f they belonged to one of these groups.
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4.5.2 Discussion of results

The data plotted inFigures 5 and 6 illustrate a rather consistent
settling behavior with respect to both the type of clay suspension used
and the initial concentration of the suspension. Comparing first the
three types of clay, it can be seen that the percentage of Boston
Harbor mud settled out with time is higher than that of the kaclinite
and of the illite in all cases. This is the result of a high initial
deposition rate of the harbor mud, possibly due to the presence of non-
clay particles with higher settling rates. The 1llite and kaolinite
agree essentially for the two initial concentrations tested, except
during the shorter settling times in the 10 mg/2 initial concentration
runs,

The dependence of the settling on the initial concentration is
more apparent than the dependence on clay type. Plotted on semi-
logarithmic scales, the points for the runs with 10 mg/% inifial con-
centration form reasonably straight lines suggesting a relationship of

the fellowing form:
Z settled = a log(time)+b

where a and b are constants; a is the slope, while b is the value of
percent settled at a time of one hour., Thus, for example, the follow-

ing relationship follows for Boston Harbor mud:
% settled = 27 log{time)+30

As can be seen in the plot of Figure S,this relationship does not hold
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at values of time less than about 1 hour and obviously at times when
the percent settled comes close to 100.

The runs with 100 mg/% initial concentration clearly show higher
deposition rates. If there were no flocculation, it would be expected
that the curves formed by the data polnts of a particular type of clay
would coincide, because the settling rates and therefore the percent
deposition with time would be the same regardless of concentratiom,
However, gince flocculation occurs, the percent deposition should be
faster for a higher initial concentratiom due to the higher number of
collisions.

The results of these experiments seem to be quite consistent in
light of the low degree of scatter in the calibration curves (Figure 3a
and Figure 3b). The fact that the lines for 10 mg/% and 100 mg/f
initial concentration have almost identical slopes for each particular
clay implies that turbidity measurements are appropriate in principle
for determining sediment concentrations. However, the different slopes
for the different clays mean that some other factors, such as particle
size, affect turbidity also, This fact is important to consider in
making conclusions about settling rates from the experimental data, for
the grain size distribution of the material in suspension centinuously
changes during the run. This is because the larger particles settle
first and also because flocculation forms new particles with different
characteristics. This problem may control the reliability in an experi-
ment such as the present one, for it is felt that the experimental

techniques and equipment introduce relatively small error (* 5%).
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From the technique described in the previous section and illus-
trated in Figure 4, the results in Table 2 were obtained. These results
depend, of course, upon the reliabiliry of this technique and also upon

that of the experiment.

Table 2. Distribution of Clays Tested into Groups

Percentage of Sample with
Settling Velocity (cm/sec)
Initial -3 2'72"1{’_%’3 -4

Material in Concentration ws>2.45x10 <2.45x10-3 ws<2.?2x10

Suspension (mg/%) (group 3) (group 4) (group 5)
Kaolinite 100 29% 56% 15%
Il1lite 100 29% 57% 14%
Boston Harbor Mud 100 41% 51% 8%
Kaolinite 10 142 482 - 3%
Tl1lite 10 292 40% 312
Boston Harbor Mud 10 43% 247 332

In this tabular form it can again be seen that Kaolinite and
I1lite behave rather gsimilarly, while Bogston Harbor Mud has higher
settling rates, that is, a higher percentrage is settling at the rate

of group 3,
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CHAPTER 5

THE HORIZONTAI DISTRIBUTION OF AVERAGE CONCENTRATION

5.1 Solution of the Differential Equation

The distribution of the depth-averaged concentration E(x,y,t)

is described by Equation (3-9):

EE + (U, +U_ sin wt) EE + V_ sin wt EE = E EEE + E EEE < c
ot fs Ts ax Ts 3y X o 2 ¥ o 2
9x Jdy

(5-1)

where Ufs’ UTs’ st represent mean-weighted values over the depth,

taking into account the nonuniform sediment distribution. Following
Harleman's method {12), by the change of variables:
t UTs
= - i = - - —_— Wi—-
£ x - f (U Uy sin wt)dt X Ufs(t T) + - (cos Wt-cos wt)
U T
_ Ts t T _
= x—UfS(t—T) + {cos 27 T ~cos 2m T) (5-2a)
t v. T
- Ts £ _ t
n = y- { VTssin wtdt = y + > (cos 2m T —cos n T)
(5-2b)
8 T e (D) (5-2¢)

Equation (5-1} is transformed to:
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3 g e, Vs (5-3)
x3£2 yan2

For an instantaneous injection of mass of dM at time ¢, the

resulting distribution of ds is

2 2

& _n____
- % ton) P& ()
ds = dM X Y (5-4)
' v 411’Ex(t-—'l') v lmEy(t—-r)
hence, de¢ = ds ¢ (t=T) (5-4a)
or, ugsing the original wvariables:
u. T
Ts t T,,2
- [x—Ufs(t-T)_+ o (cos 2w T — cos n T)] :
_ exp 4E (t-T)
de = dM x
4m (e-1)/E_E
. Xy
v, T 2
[y + Tz: (cos er-;--cos ZH:-;-)]
expl- G (t-1) Dl 55

for acontinuous injection dM = mid‘l', and integrating over all values of

T:
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2

UTsT t T
el [x—Ufs(t-T) + o (cos 27 T ~ cos 2m ¥)] :
t *p 4E_(c-T)
c = m
0 4W(t-T)¢ExEy
V.. T 2
[y + > (cos 27T & = cos 21 )]
exp[= -a(t=-t)ldT (5-6)
4E_(t-T)
y
where m, = the mass rate of injection of suspended sediments of the

particular group of interest; m, can be written as

m = ¥e ., = Wi.c (5-6a)

where ¥ = the volume rate of injection of the seawater-sediment

mixture (volume/time)

Coi = the initial concentration (by mass) of sediments of the

group of interest in the mixture injected
c = the total initial sediment concentration (by mass) in
the mixture injected

A= coi/co, the fraction of the total sediment that belongs

to the group of interest.

Equation (5-6) may be brought to non-dimensional form for
purposes of generality. Choosing the tidal period T as the character-
igtic time and the depth h as the characteristic length scale, the non-

dimensional (primed) variables are defined as follows:
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T b .4
t' = % » T = T * x' = h°® y' = % ’
v,

[1M = E_f_ﬁ Ut = E.I.I.‘.S_ v - I8

fs h/T * Ts h/T ° Ts hi/T ?

EX E -(':'

¥ = ' = ' = 1 =

E . 3 E y —Ex— . o o |, c 1 o
h/T h™/T io0

The non~-dimensional concentration ¢' represents the ratio of the depth-
averaged concentratfon ¢ at (x,y,t) to the initial concentration of the

mixture for a particular group. The new form of Equation (5-6) is:

2
Ul
t! [x’-U'fs(t'-T') + 2:3 (cos 2n1t'-cos 2r1")]
exP[' 1 t_—t
o - VT 4E x(t ")
h3 n(e'-T")WE' E'
o 'y
V'T 2
[¥' + 2“8 (cos 2mt'-cos 2mT')]
Exp['— AE. (t'-T') -U'(t'—T')]dT'
¥
(5-7)

The integration canncot be carried out except by numerical
techniques. A computer program to evaluate c' from Equation (5-7)
was written and is presented in Appendix C.

The time until convergence to a quasi-steady state, as defined
in Chapter 3, generally depends upon the values of the various param-

eters on the one hand, and the point (x,y) of interest on the other.
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The two most Important parameters are the decay rate, a, and the net
drift, Higher values of & will cause the solution to converge more
rapidly at all positions, The effect of the net drift, however, is
highly related to the peint (x,y) of interest. For points near the
source its magnitude is not very important, but a peint far from the
source may not reach steady state for a long time if the net drift is
small. This problem is discussed in Section 7.6, in relation to the
runs made for the conditions found in Massachusetts Bay.

It must be noted that in the above solution the tacit agssumption
was made that the shore is not reached by the sediment "cloud", since
no boundaries were considered. If the solution of Equation (5-7) shows
that, in fact, no significant concentrations are found near the shore,
then it is perfectly valid. Otherwise a correction can be made by means
of a graphical application of the "method of images". In essence, the
method assumes an imaginary source symmetric to the actual one with
regpect to the shoreline. The shoreline in this case has to be approxi-
mated by a straight line, since the correction would otherwise becomes
too complicated. The concentrations due to the two sources are added
together, This is graphically equivalent to "folding back' that part
of the profile of ©(x,y,t) which lies beyond rhe boundary. It may be
recalled, however, that the model does not satisfactorily represent the

conditions of the near-shore area for various other reasons (Chapter 3).

5.2 Net Drift and Tidal Velocities

With respect to circulation of coastal waters, of interest to

this study are the directions and magnitudes of the tidal velocities
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and any net drift. The latter is probably the most important hydro-
dynamic factor entering into the model, since it determines in the long
run the direction and rate at which most of the sediments will move.
Each area has its own characteristics in terms of geometrical configura-
tion and prevailing meteorological conditions, both of which affect the
general circulation; thus, estimates of the above parameters are

usually difficult. The tidal velocity direction in an area does not
vary much during the year, being approximately normal to the shoreline,
while its amplitude depends primarily on tidal amplitude. By contrast,
the short-term net drift is highly variable with the different seasons.
The prevailing direction is usually parallel to the shoreli;e if wind
is insignificant and the area of interest is not too far from the ghore.
The magnitude of the net drift, however, cannot be predicted by any
simple means.

Physical as well as mathematical models are being used for study-
ing circulation in coastal areas. It is beyond the scope of the pre-
sent work to determine the velocity field in detail by using such
methods.

Field measurements in the area of interest can provide valuable
information about curremts. There are basically two measuring tech~-
niques, current meters and drogues, Current meters give the magnitude
and direction of the currents at certain points. The method is
directly related to an Eulerian description of the flow field. This
technique is desirable if one is interested in obtaining the flow

history at specific points,for example, at the entrance to a harbor.
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A current meter can be placed at any depth and is generally used for
long-term measurements.

Drogues give the pathlines of water particles. This technique
yields basically a Lagrangian representation of the flow field. A
drogue is a fin or vane of high fluid resistance, suspended at a cer-
tain depth in the water from a flotation device. It has the measuring
flexibility of the current meter in that it operates at different
depths, but obviocusly the bottom must not be reached at any point along
the drogue path. For this reason, drogues cannot be used to measure
flows very close to the bottom. Because of the nature of the drogue
method, long-term records are not feasible; the drogue must be followed
by a vessel which monitors its position over time. Also, there is no
way of keeping the drogue in a particular area of interest.

In spite of these difficulties, drogue measurements give a very
valuable picture of net flows and circulatioms in large bodies of water.
In particular with respect to the present study, the drogue movement
simulates the path of a sediment particle in its lateral directions as
long as there are no significant vertical currents. The spreading of
a set of drogues can also provide estimates for the dispersion charac-
terlstics of the area. In fact, the results of drogue studies carried
out over the last year in relation to the NOMES project were.used to
provide information on currents in the Massachusetts Bay, necessary for
the application of the model in this area (Chapter 7).

Specifically, since the number of drogues in each study is small,

(three or four), the movement of a vertical water column was examined
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under the following simplifying assumptions:

1) Between drogues at different depths, the velocity changes
approximately lineariy.

2) Between the deepest drogue and the bottom the velocity
follows a portion of a logarithmic curve.

3) Above the shallowest drogue the velocity is constant.

It can be argued that these assumptions do not agree with the
logarithmic velocity profile used in Section 4.1 for the determination
of the vertical diffusion coefficient €, and consequently with the
normalized vertical distribution ¢(f). In fact, if the velocity pro-
file were really logarithmic, its approximation by linear profiles over
the various portions above the deepeat drogue would be quite acceptable.
However, the very limited fleld data on the vertical profile do not
lead to any conclusion about its true shape. Under these circumstances,
it ig felt that the interpolation technique described above yields a
reasonable description of the velocity profile.

The objective of the assumptions stated above is to convert the
velocity profile to an equivalent step-function profile, with the values
of the steps corresponding to the drogue velocities; thus, it is pos-
sible to associate with each drogue a fraction of the water column that
moves on the average with the drogue velocity. Consequently, it is easy
to define the mean movement of the water column at any time interval as
the weighted average of the movements of the drogues at this interval,
where the weights are the fractions of the column associated with every

drogue (Figure 7).
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The mean net drift over the depth can then be computed by the
mean net movement of_the water column over a complete tidal cycle. Any
deviationsg from this net movement during the tidal cycle are then
attributed te a sinuscidal tidal velecity., The assumption of a sinu-
soidal tide might be questionned, In many coastal areas the tide is
not even symmetrical. Due to river discharge the ebb velocities are
often higher than the flood velocities. However, most of the asymmetry
of the tide can be incorporated into the net drift term. Thus, an
"equivalent" sinusoidal velocity that, combined with the net drift,
would move the drogues in approximately the same way as the natural
currents can be evaluated. Since the interest of this study lies in
the net effects of the current system in a relatively long time scale
and not much in its detailed structure, the above approximation is
acceptable.

Ultimately, the major interest of the study does not 1lie in the
water velocities but, as indicated in Chapter 3, in the weighted
velocities, taking intc account theldistribution of suspended sediments
over the vertical. These velocities enter into the model as the advec-
tive terms of the dispersion Equation (5-1) for any particular group of
sediments, Their estimate is quite straightforward based on the
previous considerations. The drogue records can be used in the same
way, the only difference being in the relative weights that each drogue
is associated with., They will not depend only on the fractions of the
water column as before, but rather on the areas of the normalized

vertical concentration profile lying in these fractions (Figure 7).
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Clearly, the weight on a drogue will be different for different sediment
groups.

All these computations can he organized and performed through a
computer program, which will be discussed in more detail in Chapter 7.
This program is extended to provide estimates of the dispersion coeffi-

cient as will be seen in Section 5.3.

5.3 Dispersion Coefficients

Dispersion is the most difficult parameter to estimate. Values
reported in the literature, mainly from one-dimensional studies, differ
by as much as two orders of magnitude. Fortunately enough, the solution
of dispersion equations for continuous input is not too sensitive to
changes In the magnitude of this coefficient, as already indicated in
Chapter 2.

It may be recalled that the dispersion coefficient is in fact a

sum of two terms:

a) A horizontal turbulent diffusivity €, due to large scale
eddy motions.
b) A purely dispersive term Ed’ due to velocity variations over

the depth.

The value of the first at the sea surface can be predicted quite relia-

bly by Okubo's empirical formula (22).

5

e = 0.01 27" (in cm, sec units) (5-8)

where £ a characteristic length scale, initially defined as three times
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the standard deviation of the concentration distributicn along the axis
of interest. The length scale is actually a characteristic of the
region. It is not known what its relation is (if any) to the gecmetri-
cal characteristics of the area considered, such as the depth h or the
distance from the shore. It is conceivable, however, that the length
scale should have a relation to the maximum size of eddies that can be
developed around the source. For Lake Erie, Fochtman and Wnek (33)
report a value of £ = 800 ft. for a depth of h = 27 ft., indicating a
relation & = 30 h. With specific information about the area of interest
lacking a value of 30 to 50 h may be used for the determination of €.
Fochtman and Wnek further claim a slight linear decrease of € with
depth; the average value over the depth should be used in the model,
However, the accuracy of the estimate of € is not critical because its

magnitude is normally much smaller than the dispersive term Ed'

This term can be derived from one-dimensional considerations,
since the velocity field is assumed the same in all (x,y) positions.
Thus, lateral variations do not extist and a value of Ed due to velocity

variations over the vertical is appropriate. Its general form is:

E, = Xhu, (5-9)

€
i~ d
n
™
i)
-
]

the depth

u, = the shear velocity
A = a constant of proportionality

Values for A that have been reported range from as low as 6 (Elder) to
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as high as 500 {Glover). Taylor's formula (2-5), modified for open
channels, yields A = 20. These lower values, derived from theoretical
assumptions and tested for ideal flow conditions, represent a lower
limit of the actual value of the dispersion coefficient, which is
usually higher by an order of magnitude. Harleman's suggestion for
doubling Taylor's coefficient to account for natural nonuniformities
gives A = 40. With respect to u,, an average value over the tidal cycle
seems appropriate. The shear velocity is related to the mean velocity
and the friction factor by the expression:

J(E U (5-10)

u, = 3
It is therefore evident that Ed is not the same in all horizontal
directions but depends on the mean velocity along each axis. In fact,
Equation (5-9) and Equation (5-10) indicate that E; 1s proportional to
the mean velocity (averaged over the tidal cycle) in a certain direc-
tion, provided that f can be considered conestant throughout. For

flat bed conditions it may be assumed that f = 0.02; hence u, = u.

20
Okubo (23) found that for an oscillating linear velocity profile

the dispersion term is

Ed,o = %0 (5-11)

where vmax the velocity amplitude at the surface

1

the vertical diffusivity, assumed constant

™
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He also found that for a steady current having a linear profile with a

value at the surface equal to V
max

Ea,s - 120 = (5-12)

Since the mean velocity over the depth is half the value at the surface

due to the linearity of the profile

@) = 1JEy 1y _ (for £ = 0.02)
max

and for a sinusoidal oscillation

2
7 %0 'max 63 'max

(u,)

&~

Also,‘Ez can be taken equal to the mean value of €, over the depth:

€, = 0.067 hu,. Substituting in Equation (5-11)

V2 h2 2
- 2 max_ 1 (63)° y
E4,0 240 0.067 hu, 240 0.067 Mx = 250 hu,  (5-11a)

Similarly, for a steady current

Ed,s = 200 hu, (5-12a)

The estimates of the dispersion coefficients by these formulas
are an order of magnitude higher than Taylor's predictions. They are

probably overestimating the true values since a linear profile presents
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more severe velocity variations over the depth than a logarithmic pro-
file, which was previously considered {(Section 5-2) close to reality.
It is proposed hereln that, in case of lack of information concerning
the area of interest, a value for >\a little higher than Harleman's,
in the range 40 to 80, may be used.

It is generally desirable to obtain some field information on
the dispersion characteristics of a specific coastal area in order to
model it more realistically. Measurements of the horizontal dispersion
coefficient can be made by monitoring the distribution over time of
some tracer injected at a point. The basic idea of the experimental
measurement lies in the fact that the variance of the distribution and
the dispersion coefficient along an axis are related by the following
equation, assuming that the distribution of the tracer is approximately

Gaussian:
2
E = d°/2t (5-13)

If the variance increases linearly with time, then E is constant. In
reality, however, this is rarely the case. One of the reasoms is that
most experiments have dealt with instantaneous injections. Thus, the
dispersion is expected to increase with the size of the dye patch, at
least due to the diffusion term € (Equation 5-8). The dispersion term
Ed 1s supposedly constant (Equation 5-9). In fact, though, there is no
way to have both constant velocity and constant dispersion. If the
velocity is constant, the variance is increasing in proportion to t

and not to t. TFluctuations of the dispersion due to tidal variations
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make the problem of estimating a reasonable "average" coefficient even
more complicated., In the case of a continuous injection, however, the
effective dispersion coefficient applicable to the whole area of interest
is expected to be much more stable in terms of both tidal and real time.
It 1s worth noting that almost all previous experiments in the
sea were carried out on the surface layer. Dye was the most common
tracer used (Rhodamine B or WI). Thus, the values of the dispersion
reported for various areas refer only to the diffusion term € and more
specifically to its value at the surface layer. Diapersion due to
velocity variations over the depth could not be measured by this tech-
nique, Such measurements would require a uniform injection of dye over
the depth and an exactly neutrally buoyant dve solutfon. The second
requirement makes the application of dye techniques extremely difficult,
if not impossible, in view of the slightly variable seawater density
over the depth. The difficulties increase even more when it is desired
to estimate dispersion of matter distributed nonuniformly over the depth.
In fact, most of the past work on dispersion coefficients was
initiated in relation to the dispersion of pollutants, which are more
or less neutrally buoyant and hence have a uniform concentration over
the depth if injected from a vertical line source. Not much information
exists on dispersion of particles having variable concentration over
the depth, such as suspended sediments. For very fine sediments some
approximation can be made by using the values given for uniform concen-

trations.
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The drogues, which give values of the velocities encountered in
the area, can also provide valuable, although not very accurate, infor-
mation concerning dispersion characteristics. The basic requirement is
that all drogues must be deployed at the same point and at the same
time (at least approximately), but at different depths. The variance
of thelr positions over time must subsequently be monitored. Since they
always stay at the same depths, the variance of their positions depends
on the velocity variations over the depth. The larger the number of
drogues, the more accurate the estimate of the variance and therefore
of the dispersion coefficient according to Equation (5-13).

In order to properly calculate the variance, the drogue positions
must be appropriately weighted. The weight placed on a drogue will
depend on the sediment group considered and can be found as indicated
in Figure 7. The same program that computes the advective velocities
can be extended to calculate the (weighted) variance of the drogues
around the (weighted) mean position at various times and consequently,
from Equation (5-13), the values of the dispersion coefficient at every
time interval. An average value of the dispersion coefficient over a
tidal cycle can therefore be calculated and used in Equation (5-1). It
is evident from the above discussion that the value obtained through
the drogues variance refers to the total dispersion coefficient E =

e+E Details of the computational procedures are presented in

d‘
Chapter 7, in relation to the application of the model to the Massachu-

setts Bay.
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CHAPTER 6

SYNTHESIS OF THE MODEL COMPONENTS

6.1 Concentration Distribution of a Group of Sediments

A group of sediments is characterized by its average settling
velocity, as indicated in Table 1 (Section 4.3). For such a RToup
the normalized vertical distribution is first computed according to
Equation (4.7). This distribution provides the necessary information
for calculating the parameters of the differential equation (5.1) of
the horizontal distribution, specifically the value of the decay
factor a, through Equation (4.12). Combined with drogue measurements
it also specifies appropriate values for the advective velocities
and dispersion coefficients as indicated in Sections 5.2 and 5.3.

The solution of the expression (5.7) for the horizontal distribution
of concentrations can then be evaluated numerically, The concentra-
tion of suspended sediments for this particular group as a function

of space and time is finally obtained by the relation:
c(x,y,z,t) = E(stst) ¢ ) (6-1)

according to the basic model assumption.

It should be obvious that, since c(x,y,t) refers to a quasi-
steady state solution, Equation (6.1) for the determination of ¢ is
strictly applicabie for times after the convergence of the solution
for ¢. The solution is also not applicable for spatial coordinates

very close to the shore, as indicated in Chapter 3,
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If the numerical integration of the expression for ¢ is carried
out for times shorter than required for convergence to steady state,
an approximation of the transient behavior of ¢, and subsequently
of ¢(x,y,z,t), can be obtained. However, the results will be unreliable
for times shorter than that necessary for vertical equilibrium, which
has an upper bound of the order of T' = hzlez; for example, typical
values in the area of interest in Mass Bay are

h=30m

u, = 0.5 cm/sec

Ez = 0.067 hu, = 0.067 x 30 x C.005 = 0.01 mzfsec

2
hence, T' = EIUN 90,000 sec.

0.01
This time is approximately two tidal cycles. Hence, this is
the maximum time span after which reasonable transient results can be
obtained.

With respect to the prediction of the concentration dis-
tribution after the end of the injection, the model can give
approximate answers as long as vertical equilibrium continues to hold,
Equation (6.1) is still applicable, but now the depth-averaged
concentration is calculated with the integral of Equation (5.7)

subject to the upper limit of the time of the end of the injection.
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6.2 Total Sediment Concentration

In general, the suspended sediments introduced into the sea-
water have variocus sizes and settling velocities. For the purpose of
this analysis, however, they can be classiflied into several discrete
groups, for example intoc those indicated in Table 1 (Sec. 4.3).

The percentage of each group forming the total sediment introduced is
supposedly known, or can be found by measurements of settling velocities,
These group percentages are determined in terms of settling velocities
rather than of individual grain sizes. Thus, the increased settiing

rate of the clay fraction due to flocculation can be accounted for by
including percentages of the clay material in the higher settling
velocity groups. The settling tube experiments (Section 4.5) make

it possible to obtain values for the assignment of the clay function

to the other groups. These values will vary with such factors as

the type of clay and the initial concentration of sediment,

For each group, the concentration c(x,y,z,t) can be found
by the model, as summarized in Section 6.1. Under the assumption
that the distribution of particles of a group is independent of the
presence of particles of another group, the total concentration of
suspended sediments can be found as a weighted sum of the individual
group concentrations at any point {x,y,z,t). The weights for this

calculation are defined by the composition 6f the mixture introduced,
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It may be noted that, even if the ideal conditions assumed
in the model actually exist, an instantaneous measurement of suspended
sediment concentration at some point cannot be expected to agree with
the above calculated c(x,y,2,t). Due to random turbulent fluctuations
in velocity and concentration, the solution is considered to represent

an average value of c(x,y,z,t) over some period of time At,

6.3 Rate of Deposition

The amount of sediments deposited at the bottom is quite
important from the point of view cof ecological balance.

The concentration near the bottom is at any time equal to
c(x,y,0,t) = $() ¢ (x,y,t)

and the rate at which the particles reach the bottom is ws¢(o) ¢ (x,y,t).
Recalling that A is the overall probability that a particle
settling to the bottom stays there, the rate at which particles of

a certain group are deposited at the bottom follows as:
D=aw_ ¢(o) ¢ (x,y,t) (6-2)

in units of mass/time x area, provided the sediment councentration ¢
is expressed in mass per unit volume as a function of location and
time. The spatial integration of D for any group over all x, y
values should equal the rate of injection of sediment of this group,
i.e.,

I} D, dxdy = m, = A ¥c_ (6-3)
all x,y
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It is conceptually simple to find the amount of sediment
deposited between times t, and t, at a particular point (x,y), more

specifically in a unit area about a point. It can be computed as:

£2 ) £
J Ddt = J Aws ¢(o) ¢ {x,y,t) dt = Aws ¢(o) I c (x,y,t) dt
& 1 51
(6-4)
provided that steady state has been reached before £
The thickness of the layer of sediment deposited is
t;
s a
t
§m— (6-5)
Pe

where Pe is the effective density of the material, considering it

to be loosely deposited, that is,

pwcpe<ps—pw
where Py 1s the sediment density

Py is the density of seawater

It is evident that the amount deposited should be calculated
for each group separately and then added together to obtain the
total deposition.

The computation of the amount ‘deposited requires a further
numerical Integration. It can be approximated by multiplying the
average steady state deposition rate, ﬁ(x,y),by the duration of

dredging. This D can be obtained to the desired accuracy by averaging



the values of D for varlous tidal stages at a particular point.
This technique 1s only applicable in the case of dredging of long
duration, implying that the steady-state phase lasts much longer

than the transient phase.
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CHAPTER 7

APPLICATION OF DREDGING IN MASSACHUSETTS BAY

7.1 General Comments on the Project NOMES

In 1972, the National Oceancgraphic and Atmospheric
Administration (NOAA) launched a three-year project to study the
environmental effects of offshore mining for sand and gravel in the
Massachusetts Bay as Project NOMES (New England Offshore Mining
Environmental Study). Various physical, chemical and biological
parameters were to be monitored before, during and after the dredging
operation which was scheduled for the summer of 1974. An extensive
data base was to be provided to develop mathematical models for the
prediction of the environmental impact of future dredging operations
and for the development of legal regulationg of such activities.

The inability to find an economical use for the large amount
of dredged material led to the termination of the project in the
summer of 1973, after some baseline studies had been conducted.

This model was developed at M.I.T. under the belief that the
experimental dredging would provide an excellent opportunity to study
the dispersion of fine suspended sediments which are inevitable by-
products of such operations. The model efforts were continued
after the termination of the project in view of the data already
obtained and of the importance of such predictive capacilities

for the coastal zomne.



Ag one of the activities of the NOMES project, an extensive
dispertion experiment was carried out by NOAA's Environmental
Research Laboratory in collaboration with several other institutions
in June 1973, just prior to the termination of the project. A large
quantity of small glass beads and sphalerite particles was dumped at
the proposed dredging site and the concentrations of both were monitored
for 11 days at various locations in the Mass Bay (21, 13). The
injection of the particles was almost instantaneous and near the sea
surface. However, the results of the experiment should be useful
at least for a qualitative comparison with the model predictions.
Current observations by drogues were conducted by M.I.T.
during this experiment as well as earlier in the past year and
provided the hydrodynamic parameters for the application of the
dispersion model.

In this chapter the procedures for the collection and analysis
of these data are given and the validity of the model as applied to

the Massachusetts Bay 1s discussed.

7.2 The Sediment Source

The NOMES operation was acheduled to rum for a period of six
weeks with a hopper dredge having a capacity of 10-15 thousand cubic
yards of sediment, to be collected in 1 1/2 to 3 hours {3). An
estimated 5% of the sediments would consist of fines less than 100y
in diameter. While the sediment is pumped into the dredge, the fines

are discharged back into the sea as overflow with the seawater.

-81-



It was estimated that between successive dredging periods, 6.8 non-
working hours would be required by the dredge for the roundtrip to
the dumping site at a desired location. With 15,000 yd3 of sand

and gravel dredged in 1 1/2 hours, the amount of fines introduced is:

0.05 x 15,000 _
1.5

500 yd /hr (7-1a)
or

500 x (0.91)°

m3/sec = 0,1 m3/sec (7.1b)
3600

Despite the fact that the operation is intermittent, the long
duration of the dredging (6 weeks) relative to non-working intervals
permits to approximate the steady state actually reached as one of

an "equivalent" continuous injection. With the working times of 1 1/2
hours and the intervals in between of 6-8 hours, the equivalent
continuous injection of fines would result in a rate of discharge

of about 20 of that calculated in (7.1) or

¥ =0.02 m° fines/sec (7-2)

This is not necessarily valid if the working hours coincide always
with the same parts of the tidal cycle. However, it 1s reasonable to
assume here that the working hours occur more or less during different
parts of the tidal period.

The volume rate defined above refers to actual volume of
fines. If the material were in a compact state its density would
approach 2,65 gr/cmB. Since in this case the material is loose, it

is assumed herein that the concentration of the volume injected is
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approximately 1 gr/cm3 or 106 ng/R.

The dredge site was to be located at latitude 42°21' North
and longitude 70°49' West, as shown in the chart, Figure B, and has
an area of about 0.8 by 0.5 nautical miles. For the application of
the model, the source is assumed to he located at the center of this
area. It is also assumed that there is enough mixing caused by the
nature of the injection to consider it as a uniform line source.

The bottom depth is assumed constant and equal to its value
at the dredging site, i.e., 30 meters. The complex shoreline can be
approximated by a set of straight lines, as also shown in Figure 8,
This configuration makes it possible to deal with cases in which the

sediment "cloud" reaches the shore, as discussed in Section 5.1.

7.3 Composition of the Initial Mixture

As indicated in Chapter 3, the application of the model calls
for a separation of the fine sediment discharged into several groups,
each characterized by its average settling wvelocity. The separation
displayed in Table 1 will be followed.

Grain size distribution data for the fines of the dredging
area are essential. In the caze of Mass Bay, about 70 core samples
have been obtained from various locations and depths. Grain size
distributions of the fines have been cobtained through hydrometer
analyses at the University of New Hampshire {(32). The samples
indicated a very consistent composition in the range below 60y,

primarily containing inorganic clay of low plasticity and inorganic silt,
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The specific gravity of the samples ranged from 2.30 to 2.90, averaging
2,60 - 2,65, This value for specific gravity indicates that
Equation (4.13a), from which the settling velocities in Table 1 were
derived, is wvalid.

The results of the UNH studies were presented in the form of
classical grain size distribution curves. In terms of the 5 groups
presented in Table 1, these curves yielded the following average

gample composition:

fine sand 60u < d < 100u 10%
coarge silt 20U < d < 60u 13%
medium silt by < d < 200 14%
fint silt 2u<d < 6y 13%
clay d < 2u 50%

However, the grain size of the particle is not the most impertant
quantity for the modei. The critical factor is the settling
velocity, L which is indeed a function of grain size, but ?hich

is also influenced by other factors, such as shape, surface; and
state of flocculation, Because the clay fraction of the fines ig
moat affected by flocculation, a number of settling tube experiments
on various clays were performed (Section 4.5). According to the
results, the clay fraction can be distributed into different settling
groups. A settling tube experiment with material from the bottom of
the dredging site had been planned, but the termination of the

preoject did not allow the necessary sampling. Based on the results
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of the runs with other fine materials with 10 mg/f% initial concentra-
tion, as was shown in Table 2 (Section 4.5.2), it may be assumed that
the clay fraction contributes to the following groups, in terms of
settling rates:

w, = 0.68 x 107 35%

W= 1.36 x 107

402

v o= 1.43x 1002 25
The results of the 10 mg/f initial concentrations were used instead
of the 100 mg/%, because the former is more representative of
the concentrations possibly predominating about the source due to
the injection rate calculated in Section 7.2.

Incorporating these results with the data obtained by UNH,

the resulting distribution into groups was computed and is shown in

Table 3,

Table 3: Composition of Dredging Fines in Terms of Settling Velocity

Group No, Mean Settling Velocity Percentage of Fines|
(em/sec)
1 0.462 10%
2 0.136 13%
3 0.143 + 1071 272
4 0.136 - 1072 332
5 0.68 - 107 172
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7.4 Background Concentrations of Suspended Sediment

Because of the nature of the mathematical model, a non-zero
value of concentrationm, ¢, will be obtained at all spatial positions.
Of course, very small values will be overshadowed by the "ambient"
sediment concentrations existing under natural conditions. Thus,
background data are needed to determine the extent of the dredging
impact. Any position with a concentration increase of at least the
same order of magnitude as the ambient can be considered "affected"
by the dredging.

Beginning in January 1973 suspended sediment measurements
were taken in Massachusetts Bay under the NOMES project. Samples
were analyzed through filtering techniques and through light
scattering by means of the turbidimeter described in Section 4.5.
The correlation of turbidity with sediment concentrations appears
rather encouraging, at least for the low concentrations encountered
in the Bay, as was seen in Figure 2. Details of the procedures of
monitoring turbidity and suspended sediments are given by Frankel
and Pearce (10).

The measurements indicate an average suspended load in the
Bay of about ! mg/f. This includes both organic and inorganic
matter. Consequently, the areas of actual dredging impact are those
for which the concentration increase is of the order of this wvalue.
The dredging effect can be considered minor in areas with a much

smaller amount of concentration increase. In addition, the effects
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of the shoreline, as discussed in Section 5.1, need not be
considered if the concentrations obtained by the model are very small

near the shore.

7.5 Determination of Parameters from Drogue Data

As was explained in Chapter 5, current measurements are
extremely important to the model. With respect to the application of
the model in the Massachusetts Bay the only suitable field data were
obtained through three drogue studies carried out in the first part
of 1973. The type of drogue used is shown in Figure 9, During each
of these studies three or four drogues were deployed at various
depths at approximately the same point, They were then tracked for
at leaat a full tidal cycle, their positions being recorded approximate-
ly every hour. These data made it possible to obtain values of the net
drift, of the tidal velocities, of the dispersion ccefficients along
with some information on the velocity variations over the depth.

The pathlines of the drogues in these studies are given in Figures
10, 11 and 12. A full account of the methods and instrumentation
used can be found in a report by the authoxs (4).

A computer program has been developed to carry out the
evaluation of the model parameters from the drogue data and the actual
computations of the model. The procedure is divided essentfally
into two parts. First, the drogue and sediment data are used to solve
the vertical concentration distribution, to obtain average net drift

and tidal velocities, and to compute the decay rate and dispersion
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1.

Input drogue data and sediment settling velocities

2.

Rearrange drogue positions in constant time increments

3.

Compute weights for neutrallv bouvant casg_]

4,

Translate initial drogue positions to (0,0)

2. Compute mean-weighted drogue

positions with time

6. TIDVEL: find tidal and current
magnitudes and directions

l

7. Rotate coordinate system

8. Compute variances of weighted
drogue positions with time

9. Calculate dispersion coefficients

10. CONVRT: find average dispersions
and components of tidal velocity

IS?] time
11. USTA: calculate shear velocity

I

12, PROFIL: find vertical concentration

distribution for next group

other-
wise

13, Obtain new weights

Figure 13
Flow Chart of Model Procedures
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coefficients. In the second part, this information is used to solve
the horizontal dispersion equation (5.7). The first .part procedure is
outlined in Figure 13 and described step by step below. The FORTRAN
source program is listed in Appendix B.
1. The first step is the input of the drogue and sediment data
along with other necessary information. For each drogue, a series
of positions and times is given denoting the drogue path. The drogue
depth and the mean depth of the bottom over the drogue path is also
required.
The only sediment data needed are the settling velocities for
each of the 5 different groups of particles shown in Table 3, with
Other additional information includes values for the analysis
starting time and the time increment to be used in Step 2, a depth
increment for the integration of the vertical sediment distribution
(8tep 12}, and a value for Vom Karman's universal constant, k.
2. The drogue data are adjusted next so that a specified time
interval exists between drogue positions. This requires interpolation
between the actual drogue positions, which should not introduce any
significant error since there are enough actual data points in the 3
drogue studies being analyzed. The results of this operation yield a
table of simultaneous drogue positions, North and East, with the

corresponding times evenly spaced.
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3. The weights attributed to the drogues are computed by the
technique described in Section 5.2.

4, The drogue paths are all translated in space so that each
drogue starts at position (0,0). This step simplifies the velocity
and the dispersion calculations. It does not introduce significant
error, since the initial positions of the drogues are close together
in all cases.

5. The mean drogue positions at different times are calculated.
(The need for the simultaneous drogue positions as computed in

step Z iz now clear). The drogue positions for each time are not
simply averaged, they are averaged with respect to the weighting
factors computed in Step 3 or Step 13. From these, the mean-weighted
velocities are calculated.

6. The Subroutine TIDVEL computes the tidal and net drift veloci-
ties. The procedure begins by selecting the drogue record covering
one full tidal cycle (see Figure 14). The distance the drogue travels
in this period divided by the tidal time, 12.4 hours, is denoted the
net drift velocity; the direction of travel is the net drift direction.
The remaining deviation about this net drift is comsidered to be due
to the tidal current. The maximum deviation to the left and to the
tight of the net drift is calculated. Both distance and direction
for these maxima are recorded. The difference between these two

vectors is the total movement due to the tide, ZET. (see Figure 14).
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net drift direction “\* “ﬂ?

. drogue pathline for

"nd;/”“‘a_/” one tidal cycle
!

maximum deviation
to right

wmaximum deviation

\

to left

total movement due

to tide = 2 4, tidal

direction

oy

max. tidal velocity = ZﬂlafT

Figure 14

Technique for Determining Magnitude and Direction
of Tidal Velocities
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An equivalent sinusoidal tide, that is, one which causes
the same total movement, should have a maximum velocity given by

the formula:

20 2mR
/3 n “Fp T
Up + v,i. “ITTET T (7-3)

The direction 6f the equivalent tide is also given by the direction

of the vector ZLT.

7. The coordinate system is now rotated so the new x-axis is

in the direction of the net drift.

8. The variances of the weighted drogue positions at times found

in Step 2 are now calculated for both the x and y axes. (Due to the
previous rotation, these variances are in the direction of the

net drift and normal to the net drift).

9. From these two series of variances, the dispersions in the x and
y directions are found. The formula for the determination of

digpersion from the variance is

2
A{c™)

where 02 is the variance

t is the time
From this it can be seen that the dispersion may be a function of
time. It has been generally found that the dispersion increases
slightly with time. This is probably due to the fact that as the

drogues spread, they may enter zones of different eddy motions,
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characteriied by different length scales. Thus, their motion is
more subject to random influences as they spread further apart.
However, as mentioned, constant dispersion coefficients from
averages over a tidal cycle will be used in this study.

10. In subroutine CONVRT, the average dispersion coefficients over
the selected tidal cycle are calculated. Also, the components of
the tidal velocity along the net drift and normal to the net drift

are found.

11. In subroutine USTA the shear velocity, u,, is found from:
o =/Eu (7-5)

where f is the roughness coefficient

Um is the magnitude of the mean water velocity
A value of the roughness coefficient, f, equal to 0.02 was used.
This value is appropriate as a mean value for flat bed conditions.
It should be noted that the water velocity used includes both the
tidal and the net drift components of the current. In other words,
the total length of the path line of the mean drogue positions over
one tidal cycle divided by the tidal time constitutes the magnitude
of Um.

Up to this point, the procedure deals with purely hydrodynamic
characteristics, the main purpose being to define an appropriate value
of u, for the determination of the normalized vertical sediment

distribution.
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12, The integration of Equation (4.8) is performed in subroutine
PROFIL, to yield the solution of the normalized suspended sediment
digtribution in the vertical direction, ¢(Z), for a particular
settling velocity LA

13. In subroutine WEIGHT the normalized sediment distribution,

¢(z), found in Step 12, is used to compute the weights for the drogues,

based on the vertical spacing of the drogues, in addition to the values
of ¢(;) at the drogue depths. The complete computation technique was
discussed in Section 5.2. For this new set of weights the procedure

is repeated beginning with Step 5 but with the exception of Step 11.
Instead of the mean water drift and tidal velocities, the respective
mean transport rates for a certain group of sediments (identified by
its settling velocity) are now calculated, Similarly, instead of the
dispersion coefficients of the water body, the effective dispersions,
appropriate for the various sediment groups, are found.

It may be noted that the coordinate system for each sediment
group will be slightly different due to the different values of the
drift direction obtained for each case. This is reasonable in
view of the directional differences for the drogues at various
depths and of the "heavier" particles being dominated by the velocities
at lower depths. However, the "lighter" particles, being distributed
more evenly over the depth, will be affected by the velocities at
all depths. The values of the parameters obtained from the data of

the three field trips are presented in Tables 4, 5, and 6.



Table 4
Parameters for Conditions of February 21-22, 1973

Mean depth h = 25m

Shear Velocity u, = 0.533 cm/sec

Dimensional parameters Units|Grp 1|Grp 2{Grp 3|Grp 4[Grp 5
Net drift magnitude, U cm/sec| 5.28] 6.82] 8.10] 8.24] 8.24
Max tidal velocity, is+v§s cm/sec| 9.62[10.52[10.16[10.10{10.10
Max tide along drift axis, U, | cm/sec| 7.26] 7.34| 6.48| 6.36] 6.36
Max tide mormal to drift axis, | cn/gec| 6.30] 7.52] 7.84] 7.84] 7.84

Ts 5
Dispersion along drift axis, E 10 1.85) 1.18]| 0.83] 0.78| 0.78

x| em® /sec

5

Dispersion normal to drift axis, 10 0.008] o.20] 0.25! 0.24] 0.24
EY cn /sec

5

Average horizontal dispersiom, 10
E;Ef cmZ/sec 0.12 | 0.48| 0.46] 0.43} 0.43
Drift direction Erom -55 -60! -65] -66] -66

L
Tidal direction grom _14 ~14l -15| -151 -15
Angle between drift and tide degrees| 41 46 50 51 51
Dimensionless parameters

Net drift magnitude, UfST/h 9 125 148] 151} 151
Max tidal velocity, (/6§S+V§S)T/h 166 | 192| 184| 184 184
Max tide along drift axis, UTBT/h 132 134 118 116 116
Max tide normal to drift axis, VTST/h 116 138 144} 144 144
Dispersion along drift axis, ExT/h2 870 860 610} 575| 570
Digpersion normal to drift axis, ExT/h2 6 150] 182§ 175 175
Decay factor, oT 101 {°10.1| 0.32(0.025{0.001

Values for the parameters of the water itself are identical to those

of group 5
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Table 5

Parameters for Conditions of

March 28-29, 1973

Mean depth h = 30m Shear Velocity u, = 0.479 cm/sec
Dimensional parameters Units|Grp 1|Grp 2|Grp 3|Grp 4{Grp 5
Net drift magnitude, Ueq cm/sec| 2.83] 6.53| 8.83| 9.05| 9.07
Max tidal velocity, §s+v§s cw/sec| 2.74| 5.66] 6.36{ 6.38] 6.38
Max tide along drift axis, UTB cm/sec| 1.44] 2.76F 2,56] 2.46| 2.44
Hax tide normal to drift axds, | .p/gec| 2.32| 4.94 5.84| 5.88| 5.88

Ts 5
Dispersion along drift axis, E_| 210 [ 3.32{ 3.24| 1.74] 1.57| 1.55
x|lcm /sec
Pispersion mormal to drift axis! 103 10.001/0.036| 0.14| 0.15| 0.15
b cm /sec
Averagp horizental dispersion 105 0.058|0.34 | 0.49] 0.48] 0.48
Xy cm /sec
Drift direction grom —40 | -39 _371 -37] -37
Tidal direction érom 18 21 29 30 10
Angle between drift and tide degrees| 58 60 66 67 67
Dimensionless parameters
Net drift magnitude, UfsT/h 43 a9 13417 137] 138
Max tidal velocity, (J6§E+Vis)Tfh w2 | 86| 96| 96| 96
Max tide along drift axis, UTST/h 22 42 40 38 38
Max tide normal to drift axis, VTBT/h 36 54 88 90 90
Dispersion along drift axis, ExT/h2 1680 (1640 880f 7901 785
Dispersion normal to drift axis, EyT/h2 i 18 70 76 77
Decay factor, aT 87 § 9.3 ] 0.27]0.021]|0.001

Values for the parameters of the water itself are identical to those

of group 5
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Table 6
Parameters for Conditions of Jume 11-12, 1973

Mean depth h = 35m Shear Velocity u, = 0.433 cm/sec
Dimensional parameters Units]Grp 1|Grp 2| Grp 3|Grp 4|Grp 5
Net drift magnitude, U cm/sec! 2.14| 4.58| 6.80| 7.06f 7.09
Max tidal velocity, YG%B+V§S cn/sec| 3.10| 5.68| 6.38] 6.48| 6.50
Max tide along drift axis, UTs cm/sec| 3.10] 5.69] 6.16{ &.16] 6.18
Max tide mommal to drift ax1s, | cu/sec| 0.14| 0.22| 1.70| 2.02| 2.06

Ts
Disgersion along drift axis, 05 1.271 1.50| 1.41! 1.34| 0.94

X cn /sec
Dispersion normal to drift axis) 105 0.002] 0.,22| 0.84| 0,93 0.94

E cm? /sec

¥
Average horizontal dispersion, 105

JExEy cm? /sec)0,050! 0.57f 1.09| 1.12] 1.12
brift direction Efrom 40 42 41 40 40
Tidal direction ST w3 ] as | 57 ] se | se
Angle between drift and tide degrees 3 3 16 18 18
Dimensionless parameters
Net drift magnitude, UfsT/h 28 60 89 92 92
Max tidal velocity, (VG§S+V38)T/h s | 74| 83| 8 | 84
Max tide along drift axis, UTsT/h 40 74 80 80 80
Max tide normal to drift axis, stT/h 2 4 22 26 26
Dispersion along drift axis, E _T/h’ 470 | 560 | 525 | 500 | 495
Dispersion normal to drift axis, EyT/h2 1 85 | 315 | 345 | 350
Decay factor, aof 80.5 | 8.85/0.237(0.018|0.001

Values for the parameters of the water itself are identical to those

of group 5
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Once the hydrodynamic parameters (mean transport rates and
dispersion coefficients) and the normalized vertical concentration
profiles of the sediment groups in each drogue study are determined,
they are used to solve the horizontal depth-averaged dispersion

equation. The decay factor, 0, is computed as
a= Aws ${0)/h

wherein A is assumed as unity. All parameters are expressed in non-
dimensional form, using the depth h as the reference length and the
tidal period T = 45600 sec as the reference time. Then the
integration (5.7) is performed numerically, using a non-dimensional
time increment of %5 = 0.05.

The lines of equal concentration for each case are plotted in
Figures 15, 16, 17. This is done only for groups 3, 4, 5. Groups
1 and 2 do not yield any significant average concentrations at
distances more than a mile from the source. For purposes of comparisonm,
each figure was drawn as if the input consisted 100Z from sediments
of the respective group. To get the actual concentrations, the

values presented must be multiplied by the percentages shown in

Table 3.
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7.6 Results and Discussion

Several things can be noted about the values of the parameters
listed in Tables 4, 5, and 6.

First, there is a consistent increase of the mean transport
rates both tidal and non-tidal, from group 1 to group 5., This
was expected, since the lower velocities near the bottom are more
heavily weighted in the first sediment groups. The differences are
very slight between groups 3, 4, and 5 because of their nearly.
uniform vertical profiles. The tidal velocities are higher in
February, when the tidal amplitude was larger. The drift velocities
are generally of the same order of magnitude as those of the tides.
The ratio of tidal to drift magnitudes is larger for the first
groups, possibly indicating a more uniform tidal profile, with
relatively high velocities near the bottom. The drift velocities of
about 7-10 cm/sec for the water itself are in good agreement with
values reported from other studies and discussed in more detail in
another report by the authors (4).

The prevailing drift direction is SE. 1In June, the drogues.
after moving for several hours to NE, changed direction and continued
SE, which was the direction of the March and February drogues, also
(Figures 10, 11, 12). The direction of transport is very much the
same for all the groups, on each cruise, the difference among them
being much smaller than the differences between the three cruises.

This indicates that the water moves at approximately the same
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direction at all depths. It should be mentioned here that the
shallowest drogue is at a 7m depth, thus directional changes near the
surface, due to short-duration winds, could not he measured; also,
drogues were not placed close to the bottom to avdoia interference
with the sea bed.

The shear velocity did not change much in the three cases,
having an approximate magnitude of 0.5 cm/sec.

With respect to the dispersion coefficlents, 1t 1s seen that
the effective value of the longitudinal dispersion (i.e., along the
drift direction) decreases from group 1 to 5. This is because of the
presence of high concentrations of group 1 near the bottom, where
the velocity gradients are higher. By contrast, the lateral dis-
persion (i.e., normal to the drift direction) increases markedly from
group 1 to 5, Due to the absence of any constant shear flow normal
to the net drift, the nonuniform suspensions are not easily dispersed.

The average horizontal dispersion for the water body defined
as the geometrical mean of the two values is remarkably simlilar in
February and March, but twice as high in June., This increase is
mostly due to the lateral dispersion. It may be due to the stratified
conditions prevailing in June, in contrast to February and March.

In Table 7, theoretical predictions for the eddy diffusion terms by
Okubo's formula (Section 5.3) are presented for & = 30Ch. Also shown
are the dispergion terms, following the formula EOL = Ahu,, where 'éd

u, in any direction is assumed to be 1/20 of the mean velocity
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Table

7

Dispersion Coefficients'(105'cm2/sec)

February March June
Eddy Diffusivity 0.040 0.050 0.060
Ed along drift axis
Elder () = 6) 0.092 0.106 0.132
Taylor (A = 20) 0.305 0.350 0.430
Harleman (A = 40) 0.61 0.70 0.85
A= 80 1.22 1.40 1.70
Okubo (A = 200) 3.05 3.50 4.30
Measured values 0.78 1.56 1.33
Ed normal to drift axis
Elder (A = 6) 0.038 0.036 0.014
Taylor (A = 20) 0.126 0.120 0.050
Harleman (A = 40) 0.26 0.24 0.10
A= 80 0.52 0.48 0.20
Olubo (A = 200) 1.30 1.20 0.50
Measured values 0.24 0.15 0.94
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magnitude in that direction.

It is seen that estimates, with values of X 40 to 80, are in
most cases close to the true values; only the dispersion normal to the
drift axis in June is geverely underestimated.

The dispersion patterns resulting from the model for the
three sets of conditions {(Figures 15, 16, 17) clearly indicate that
the drift direction is the most important hydrodynamic feature
affecting the movement of suspended matter for the conditions
investigated. Unfortunately, it is highly variable. The assumption
of a constant drift is too restrictive and does not in general
represent natural conditions. The drift direction changes both in
time and space, as the result of wind shifts, inlets, general
circulation, ete. The prevailing direction, however, for Western
Massachusetts Bay, seems to be SE. Occasional changes of the drift
from this direction may conceivably spread the sediments more in the
lateral direction and less in the longitudinal. Thus, the model
results coverestimate the length but underestimate the width of a
natural dispersion plume. If the drift were truely constant, the
narrow isoconcentration lines would be quite reasonable. The
material could not spread much due to the assumed lateral uniformity
in the velocity field. The value of the dispersion coefficient
normal to the drift axis becomes then the primary factor influencing
the width of the isoconcentration lines. This is evident by

comparison of the March and June plots (Figures 16, 17). The tide,
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as will be seen later, does not materially affect the width but just
moves the plume back and forth, about the drift direction. The
value of the dispersion coefficient along the drift axis is, by
contrast, quite insignificant in light of the very important role of
the drift velocity in determining the total length of diapersion,
This can be seen by comparing the lengths of the plots of February
and June (Figures 15, 17).

However, the decay factor, o, a function of the sediment
settlihg-velocity, is even more important in determining the extent
of the plume of the suspended matter. This is readily seen by
comparing the plots for groups 3, 4 and 5 for any set of conditions,
although the advective and dispersion terms are approximately the same
for the three groups. The importance of A becomes now clear. If it
were taken as 0.5 instead of unity, the result would be the same as
if the settling velocity were divided by 2,

The time needed for the solution to reach steady state at a
particular point was found to depend primarily upon the decay constant
and the magnitude of the net drift. This time, expressed in number

of tidal cycles, can be approximately given as

L
n -?;U—f--l-'ﬁ {(7-6)

wherein L = distance from the socurce

Uf- net drift velocity.
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This holds, provided the decay factor is such that significant
concentrations are eventually found at the point under consideration.
Thus, the time to convergence for the model runs was less than 5
tidal periods for groups 1 and 2, about 12 for group 3, 20 to 25 for
group 4 and more than 30 for group 5. In fact, the plots presented
in Figures 15 and 16 for group 5 are for a time of 30 tidal cycles,
due to restrictions in computer time. The equilibrium profiles are
slightly longer. Of course, for points near the source steady state
was reached much sooner for all groups.

In order to provide more specific information on the effects
of a possible dredging operation, representative values for the
parameters of the model, estimated from those appearing in Tables
4, 5 and 6, were used for another run of the model. The values.used
are listed in Table 8, The normalized vertical proefiles for the
5 groups are shown in Figure 18. The decay factors were computed as

v _$(0)
o=, considering A = 1.

The results of the depth averaged concentration c are
presented in Figure 19, in distorted scales, the x-axis being parallel
to the net drift direction. The coordinates are presented in non-
dimensional units, i.e., multiples of the depth, The distances to
which several concentrations extend are tabulated in Table 9.

The effect of the tide, as seen in Figure 19c, is basically

a shift of the isoconcentration lines along the tidal direction.
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Table 8

Average Conditions

Depth h = 30m

Shear Velocity u, = 0.5 cm/sec

Non-dimensional Parameters Group 1|Group 2{Group 3{Group 4|Group 5
Net drift magnitude, UfsT/h 50 90 125 130 130
Max tidal velocity,
( 62 + v2 )T /h 80 110 120 120 120
Ts Ts
Angle between drift and tide, 50° 55e 60° 60° 60°
degrees
Dispersion along drift axis,
Ex T/hz 1000 | 1000 650 600 600
Dispersion normal to drift
axis, Ey T/h2 3 80 150 160 160
Decay constant, aT 87.3 8.95 0.27 0.021| 0.001
Table 9
Length, in Multiples of the Depth, of Area
with Concentration T Larger than Indicated
(for average conditions)

¢ (mg/e) Group 1 Group 2 Group 3 Group 4 Group 5

0.5 20 60 750 - -

1.0 18 50 510 2000 3600

2.0 16 40 280 850 1680
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Figures 19d,e

Distribution of Average Concentratiom, c, of Groups 4 and 5
under Average Conditions, at High Water Slack
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The dependence on tidal time is more pronounced in the vicinity of
the source, where the width of the plume is small. However, the
model is not reliable in such small distances, as discussed in
Section 3,2,

As was indicated in Section 6.3, the deposition of sediments
on the bottom over a period of time can alsc be evaluated by the
present model. Naturally, the limitations concerning the reliability
of results for the suspended matter also apply to the results for the
deposition. As an example, the average deposition rates (mass per
unit time per unit area) are shown in Figure 20 for the sediment
group 3, under the average conditions stated in Table 8. The
average of the values of ¢ at high and low water at a point was
taken as a representative value over the tidal cycle. Hence, the
average deposition rate was computed by multiplying this value by
v, $(0). The resulting iso-deposition curves are almost symmetrical
about the drift axis. They are wvalid after steady-state has been
reached. By multiplying the values given on the figure by the
duration of dredging, the amount of sediments deposited at various
locations can be found, This amount, as well as the rate of
deposition, are quite important from an ecological point of view,
Nevertheless, even more important for an overall assesment of the
dredging impact are the percentages of the total sediment discharge

settled within a certain distance from the gource.
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An approximate calculation was carried out in the following
way. Tﬁe areas of the iso-deposition lines of Figure 20 were measured
by a planimeter and, by assuming linear interpolation between the
curves, the total deposition in gr/tidal cycle within each curve was
computed. These quantities were related to the total amount
injected which 1s 0.02 x 106 x 45600 = 912 x 106 gr/tidal cycle.

The results are presented in Figure 21, It must be pointed out that
the linear interpolation used overestimates the true percentages

that are deposited within a certain area. For an accurate calculation
many more iso-deposition lines between those of Figure 20 are needed.

With respect to the verification of the model, adequate
information is lacking for the time being. The actual dredging
operation in the summer of 1974 would have been an excellent
opportunity for a quantitative evaluation of the model's weaknesses
and for its improvement. The previously mentioned "glass bead
study” (Section 7.1) can provide only qualitative informationm,
mainly because it involved an instantaneous injection. At this
time only preliminary data on the number of sphalerite particles found
in suspension in various places in the Bay during the experiment are
availsble (13). A total amount of 2.9 x 101> sphalerite particles
was introduced into the sea. The predominant particle size was
between 1 and 8p but their density was larger than that of the natural
silt or clay, being about 4.0 gr/cmB. Therefore their settling

velocities are close to those of the sediment groups 3 and 4 considered
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in this study. The plume closely followed the mean drogue path
(Figure 12), thus confirming the primary importance of the drift
direcfion. The particles moved initially E-NE and ultimately SE.
Their spread about the mean direction was large, and apparentliy
due to the changes in the drift with time and space. The presence
of concentrations of 300 particles/liter in Cape Cod Bay 5 days

or 10 tidal cycles after the injection indicates a net SE drift of

about 25n. miles

5 days on. miles/day = 10 cm/sec, which confirms the

average values obtained from the drogue studies. The drogue data
cover a relatively small area around the proposed dredging site and
the conclusions based on these should not be extended to the

entire Bay without reservation. The drift velocity is possibly
higher in the Southern part of the Bay, and a circulation pattern

is probably present around Cape Cod Bay. The fact that the beads
travelled all the way to Cape Cod, a distance of about 1500 times
the depth, further indicates that the model predictions with respect
to length of the dispersing plume are close to reality. It may be
mentioned that at the time of the glass bead study such a distance

of travel was quite umexpected.
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CHAPTER 8

CONCLUSTONS AND RECOMMENDATIONS

The model presented herein was necessarlly based on simplifying
assumptions, so that an analytical solution could be found. It is
basically intended to give the equilibrium distribution of suspended
sediments, injected from a continucus vertical line source. The
transient behavior of the dispersing sediment plume can also be esti-
mated under certain conditions (as indicated in Section 6.1). In
addition, information is provided on the deposition patterns to be
expected from such a continuous source of sediments.

The relative importance of the varicus parameters entering into
the model, investigated in Section 7.6, is established and it is shown
that the net drift and the sediment settling velocity are the primary
factors determining the distribution of the suspended matter around the
source. Also of importance is the dispereion coefficient in a direction
normal to the net drift.

A technique was.developed for the analysis of drogue data to
yield values for the advective and dispersion terms, taking into account
the nonuniformity of the sediment distribution over the vertical.
Actual data were used for determining these values for the Massachusetts
Bay. However’only 3 or 4 drogues were used in each case, and the
tracks covered in the field studies were relatively short. More exten-
sive data, for longer periods of time, are needed in order to estimate

the hydrodynamic parameters over the long distances that the fines are
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expected to travel according to the models results. In the analysis
of such long-term drogue data the change of net drift between tidal
cycles can be incorporated to yield an approximate net water movement
composed of a sequence of linear segments in the appropriate directions.
In that case, the model could be modified and the plume adjusted so as
to follow the changing net drift direction. In this way the model could
be extended to any form of water movement prevailing in a certaln area.
The tidal component could also be similarly adjusted. The assumption

of constant net drift in the present model does not reflect natural con~
ditions in view of the resulting long dispersion patterns. If it is to
be maintained, a much larger value for the lateral dispersion coeffi-
cient should probably be used in order to increase the spread of the
suspended matter. With the present model the width of the sediment
cloud is underestimated, while the prediction of the length is, at
least, consérvative.

Nevertheless, probably the most important restriction of the
model is the assumption of one-layer shear flow. This asgumption
allowed use of the same vertical equilibrium distribution as in open
channels and, furthermore, a significant simplification in the
structure of the model, through independent treatment of the horizontal
and vertical distributions. Secondary currenés due to density varia-
tions, however, are often very important to the transport and dispergion
of suspended sediments., If the suspended matter is assumed to be
carried by density currents near the gea bed, the model could possibly

be applied for the reduced height of that current. The non-dimensional
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plots given in Figures 19, 20 and 21 would be applicable approximately
although the advective and dispersion terms would have to be redefined.
The main difficulty for such an extension of the model lies in the
violation of the surface boundary condition.

Despite the limitations discussed so far, it is believed that
the present model is a relatively simple tool that can predict to some
approximation the impact of dredging or other similar activities in the
coastal zone. The preliminary results of the "glass bead study” of
NOMES seem, at this point, quite encouraging.

Further research is necesgary to relax some of the restrictive
assumptions employed in this model. A better understanding of the
effects of flocculation on the settling rates of fines is very desirable.
Also, the hydrodynamic characteristics must be modeled in relation to
the meteorclogical conditions. Until such additional research produces
more realistic inputs, the model developed in this study can be useful
provided it 1s applied with full understanding of the inherent assump-

tions and limitations involved.
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APPENDIX A

SETTLING TUBE MEASUREMENTS
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Run No, 1 Initial Concentration 100 mg/L

Kaolinite Initial Turbidity Reading 64 FTU
Background Turbidity 0.15 FIU
Turbidity Readings (FTU)
Time & Percent
thrs.) 1 2 3 (3 5 6 Settled
1,2 47 - 53 - 55 57 18.6
24,8 13 - 13.0 - - 13 79.7
41.8 9.0 - B.7 - - 8.4 86.5
48.5 7.2 - 7.1 - - 7.2 89.0
64.3 3.4 - 5.6 - - 5.5 91.5
96.8 3.6 - 3.7 - - 3.7 94.3
160.6 2.0 - 2.0 - - 2.1 87.0
233.0 1.3 1.3 1.3] 1.6 1.3 1.3 98.2
Run Nao. 2 Initial Concentration 10 mg/f
Kaolinite Inttial Turbidity Reading 7.0 FTU
Background Trubidity 0.40 FTU
Time - Turbidity Readings (FTU) Percent
(hrs.) 1 2 3 4 5 6 Settled
0.8 6.1 - 6.6 - - 6.9 6.5
2.7 6.0 - 6.1 - - 6.4 12.7
22.9 3.3 - 3.9 - - 3.2 52
47.3 2,2 - 2.5 - - 2.8 68
70.5 2.0 - 1,95 - - 2,05 76
100.6 1.5 - 1.7 - - 1.75 80.5
149.3 - 1.3 - 1.25 - 1.6 87.1
265.8 - 0.68 - 0.67 - 0.67 95.9
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Run Ne. 3 Initial Concentration 10 mg/2
Hlite Initial Turbidity Reading 4.0 FIU
Background Turbidity 0.20 FTU
Time Turbidity Readings (FTU) Percent
(hrs.) 1 2 3 4 5 6 Settled
2-0 2;6 - 3.2 - - 3.1 25-1
3.8 2.2 - 2.8 - - 2.8 35.0
21.7 1.75 - 1.6 - - 1.5 63.2
29.3 1.35 - 1.3 - - 1.5 66.7
7.4 1.1 - 1.1 - - 1.15 76.0
119.2 0.96 - 0.87 - - 0.83 83.2
173.1 0.70 - 0.77 - - 0.83 84.8
Run No. 4 Initial Concentration 100 mg/4
Illite Initial Turbidiry Reading 36 FTU
Background Turbidity 0.20 FIU
Time Turbidity Readings (FTU) Percent
(hrs.) 1 2 3 4 5 6 Settled
0.6 24 29.5 33.5 - 35 36 10.2
3.3 17 - 23 - - 32 29.5
27.7 7.6 - 8.0 - - 8.1 78.5
4700 4.75 - 5.0 - - 5.0 86-7
1“2.0 1.6 - 1‘5 - - 1-5 96.2
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Run No. 5 Initial Concentratiom 10mg/2
Boston Harbor Mud Initial Turbidity Reading 5.0 FTU
Bacggpound Turbidity 0.25 FIU
Time Turbidity Readings (FIU) Percent
(hrs.) 1 2 3 4 5 6 Settled
1.7 2.4 - 3.4 - - 3.5 37.2
6.6 2.1 - 2.9 - - 3.1 A603
17." 2.0 - 2.0 - - 205 60.0
23.8 1.75 - 1.9 - - 2,15 64.5
65.8 1.1 - 1.3 - - 1.6 78.7
124.1 0088 - 0-92 - - 0.88 86.3
189.9 0.62 - 0.62 - - 0.65 91.7
Run No. 6 Initial Concentration 100 mg/%
Boston Harbor Mud Initial Turbidity Reading 52 FTU
Background Turbidity 0.15 FTY
1 Turbidity Readings (FTU) Percent
e 1 2 3 4 5 6 Settled
(hrs.)
0.6 35.5 - 43.5 - - 47 17.2
2.9 23 - 33 - - 39 33.3
6.1 16 - 25 - - 28 53.8
22.17 5.8 - 7.2 - - 9.7 82.7
45,3 1.9 - 3.3 - - 5.5 93.2
89.0 1.95 - 2.15 - - 1.9 96.4
169.1 .98 - 1.01 - - 1.02 98.5
244.3 0.50 - 0.54 - - 0.51 99.3
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APPENDIX B

COMPUTER PROGRAM FOR ANALYSIS OF DROGUE DATA
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0301 DIMENSION T{5,S0ke XR(5,500y YUI5:S0),DEPTHLIEI,W{&),DSTI50}

0002 DIMENSION  XX{5,500, YYL{S,50) o XXMEANLSO Dy YYMEANTESO ) XXVAR{SO)
0003 DEIMENS ION YYVARLISO) EXUSO) oEYISON4PHIESL ) ,CUMISLY 421611, ¥XXE50)
0004 OFMENSTON ¥YY(50),SER{S]
0005 OIMENSTON WS(S5)
0204 READ (5,302} NO
0007 300 FORMATIIA)
oo0a 00 299 [JK=]1,NO
0099 NUMYT =0
0011 READI%,A0)SYT, TINT,BOTDEP
a1l 40 FORMAT(FB.OsFT.JyF5.0}%
oQt2 READIS 301} CAPPANSTEP,NCY(
J013 m FORMATIF&. 244,13}
0014 REALI5,308) NW3
oals 3ca FORMATII2]
0916 READIS, 309 IMSIT b, 0L, NWS)
goL? L9 FORMATISFI2.T)
0g18 1=1
0019 W=
0020 3 READCS o100 NyIDEPThy IM, IS, 17 ,1X
0021 10 FORMATIT 2, 10013, 13,02,02.18,4I8)
9922 TFIN®1) 12+4,9
C
€ STGHNAL ALL UNUSED ELEMENTS OF ARRAY WITH
C NEGATIVE NUMBER
C
0022 L DN 1 111=],50
0024 TiMy F11)==L0000000.
0025 1 CONTIMNUE
0026 Il
0027 Muite)
0029 50 TO 3
C
C PUT INTEGER INFORMATION INTO REAL ARRAYS
c
2029 5 TIM L 1=FLOAT [ 3600*TH+ S0 IMe[5)
0030 XEMT JaFLOATHIEX)
003} Y{M T )=FLOATHLTY)
0032 DEPYH{W)=FLOATLIDEP)}
0033 Iml¢l
0034 G0 TQ %
C
[ SIGMNAL UNUSED FLEMEANTS OF LAST ARAAY AS WITH OVHERS
C
0035 12 DO 13 I1I=L,%50
003& TEMY 11T )==10000000,
0037 13 CINTINUE
[4
c MAKE TIME CORRECTIONS SO THAT TIME [5 ALWAYS INCREASING
C
og3e DD 30 K=1,M
0029 B 25 KK=],49
0040 QAuTIRKK+LI-TEK KK}
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0041 IF{Q)} 17,2%.25

0042 17 00 23 KKKaKK,&9
0043 TOK KKK L) =T{K, KKK+]1)+B86470,
Q064 23 CONT TNUE
QD&% 2% CINTINUE
G046 0 CONTINUE
c
C SET UP DESIRED TIME ARRAY
C
GOAY NSTEL}=STT
0048 00 32 J=1,49
7049 NST{J¢11=05TI} ¢ TINY
005L 32 CINT INGE
5051 JJ=590
C
C ASSOCTATE X AND Y VALUES WITH DESIRFD TIME ARRAY
C
0052 DO &0 L=1,M
00%% =1
00%4 - J=1
0055 23 TFLOSTLI)=T(L+T)) 5C,+35,35
Q056 35 TFIOSTUII=-TIL  E4L 1} 42442455
2951 &2 DY={DSTCII-TILTHIZETIL Tl =-T(L, 1D}
0058 AXCLedImXiL e DIIRAL I+ )~-X{L )} DT
0059 YYILe JImY{L, T4 LY (Lalel)=YILT)28DT
Ll T} 5C Jule]
2061 GD TO 23
0042 5% {=1+1
0063 IF {F¥ALothel] 5T457+35
C
C LENGTH USED IS5 THAT OF THE SMALLEST ARRAY
C
0064 57 IFiLi=)) 60,58,58
0045 L1 J]al=1
Q068 &C CINTINUE
D067 MP=mMs]
0068 MI=M=1
0069 DO B0 L=1yM2
QoT0 IFIL=10 65,65,68
0071 €5 F2=)
ootz G0 TO T3
0073 68 F2=(NEPTHLL=1}+DEPTHI(L} }*D,5
0074 71 Fle(DEPTHILI+DEPTHIL+1) }%1.5
nars Wi{L)={F1-F2)}/80YDFP
Q0Ts 80 CANTINUE
QoT7T NFAC=t,.—~DEPTH{M} /BOTDEP
ooTa WIM+]l b=DFAC/ (9. +ALOGIDFAL))
079 WiMIaE .~ w({M+L ) ~{DEPTHIM-L) ¢DEPTH (M)} /(2. *BOTNEP)
QQad WRITEL 6, 210)
Q081 110 FORMAR{LHKL}
0082 WRITE(6.119)
a083 119 FORMAT{ 3Xe "FOR MEUTRALLY BOYANT PARTICLES')
00f8e WRITEL&, 120} {WIL)JL=L,MP)
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0085
008e
Q087
ooes
0089
0090
3091
0092
0093
G0%4
0095
009
2097
0098
0099
0100
13 L3
aL02
0103
0104
a10%
oL06
o107
oL08
0105
0110
OLEl
ol
o113
oLl
O1Lls
B Y 1
oL
oll1s

0119
0129

0121

0122

0123
OL24
0125
126
o127
o120
o129
0130
0331
0132
0133
0134

120 FORMATIZN,* WEIGHTS S IXN,10FL,.31
AXIMeLs L)=XNIM;1)
¥YYi{MELy1)=YY(Myl])

00 22 J=1, )
XX MeLe dY=XN(MeY, 1)
YYiMel ; b)=¥yYMel, 1)

az CINTINUE
DO 86 L=1.MP
DO A8 J =2,J4
AXE L JI=C XAl Sh=NNCL, 101 %30, 5
YY{Led = l¥YYI{L, J)=YY(Ls1)}*30,5

.1} CONTENUE
XXIiLe1)=0.
¥¥ilsl k=0,

LI CONTINUE
00 96 J=1,JJ

S8 DSTIJ=DSTL{J)1-5TT

&7 DO ¥4 J=1,J4
KXMEAN(J )20,

YYMEAN] S =0,
XXVAREI =G,
YYVARI D) =().

a4 CONTINUE
00 96 J=1,4)

DO B89 L=l.m¢f
AXMESNTEN=XNMEANT JE+XXIL, J)I*NIL)
YYMEANT S )= YYMEANTJ) +¥YY{LJ )WL}

.14 CONTINUE

90 LINTINUE
D0 92 J=2,44
VKX )ni XXMEANTI ) =X XMEANS =L ) J/TINT
VYYIJ =i YYMEANE ) =YYMEANTI=1) )/ TINT

§2 CINT INVE
CALL TIDVELINCYC ¢ JJyDST o XXMEANYYMEANTINT 4 DRIFMG,NIRIFDR,UT

ITIDEDR,L AST)
WRITE 18,130}
130 FORMATY ' TIME" oSXy"MEAN X* SN, "MEAN ¥V ,BX,*C VARY ,AX,"N VARY,
TR "OISP C' BN ' DISP NY TN "VEL X'y SK,"VEL Y?)
WRITELS,121)
131 FORMAT (M, PESEC) "ol Xy P LCMI o BXy "CCMI "y TX P (CM2/SECEH? 35X {CM2/5EC)
10 SN Y {OM2/SECH Y\ BX P (CM2/SEC) o 4N P ICM/SEC) o 2X, *(CHISECYI ", /)
ST=SIN{ORIFDR]
CTaCCS{DRIFDR}
oo 9% J=l. 4
XM= X XMEAN{ J )L TH+YYMEANL J) 35T
YMe—~XXMEANIJ J*ST+YYMEAN{J I *CT
DO 54 L=l
AXKwXXILoJ I TOYYEL 4 J)ASY
YYY =X (L s JFSSTaYY¥i{L,J}0CT
XXVARC I} =XXVARL JISNILIO[XXX~-XR)222
YYVARED J=YYVARL S ) 4 {L )2 EYYY- YN} #22
9% CINT IUE
%5 CONT INUE
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0135 00 195 J=2.JJ

01346 EX(II=IXXVAR{J}=XXVARTJ-L} )}/ {2, *TINT]

aLar EYIJI=(YYVARLN)=YYVARIJ-11]1/ (2, #TINT}

oL3a 195 CONTINUE

0139 00 L&§ Jd=24J44

0149 WRITE [64160} DSTIS b XXMEANT ), YYMEANE ) s XXVARC I}, YYVAR LD
Lo EXTIIGEYLI} L VXXUS D VYV I)

OL4&t 140 FORMAT (3F10.0+4E14,5,2F10.3)

Q142 141 CONTINUE

OL43 CALL CONVRY(NCYC,LAST,ORIFMG,DRIFDR,UT, TIDEDR ,EXVEY)

hIEL 291 1F (NUMNT ) 294, 29&, 299

0145 294 CALL USTA LNCYC,JJ,¥XXsVYY,OST,USTAR,TINT)

D14& 295 NUMW T =NUMWT ¢

0147 IFINNS=NUMWT }29%,83,683

G148 81 WS1=WS{NUMNT}

0149 WRITE (6,315)WS1

o150 115 FORMATE " 1®+3X, "NORMALTZED VERTICAL PROFILE FOR SETTLING VELDCITY',
LFL2.T42Xs "CH/SECY /)

01514 CALL PROFILIPHT 4CUM,Z4W51,USTARCAPPA,NSTER,BOTDEP)

01452 CALL WEIGHT{W SFP,DEPTH ,CUMsM,BOTDEP Z4NSTEP)

oL53 GO TC a7

0154 2659 CINTINUE

Q155 CALL FXIT

oL56 END
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[L{eo ] ] SUBROUT INE TTDVEL (NCYCeJJoDSTy XXMEAN, YYMEAN s TINT .DRIFNG 4DRIFDR,

LUT , TTOEDR 4L ASF)
C
C THIS ROUTINE COMPUTES THE MEAN WEIGHTED TIDAL AND NEY ORIFY
C VELCCITIES GIVEN THE MEAN WEIGMTED DROGUE MOTION (XXMEAN,YYMEAN)
¢
n2 DIMENSION DSTLS0) XNMEANISCY, YYMFANT S0}
0003 WRITELO 3L}
0004 ER D FORRATEINL}
0705 PI=3,1415%9
o006 NOSTe45600.7/TINT
2017 REM=45600.-NNDSTHTINT
008 LASTeNCYL #NDSY
Do0s TFELAST-JJ31S,15,1%
010 14 WRITE( 6y 30L)
ool 301 FORMATI//,* TIDAL CYCLE OVERRUNS RECORD TN TIOVEL
I_COMPLTATIONS MADE CN REDUCED AVATLABLE CYCLE®)
0212 LAST=t1)
0012 REM=0,
0314 XAMEAN(LASY+ 1= XXMEANLLAST)
0015 - YYMEANTLAST#L1)aYYMEANILASTI
0016 15 ALAST=XEMEANILAST I (XXMEANILAST ¢ 1 )=XXMFANLLAST } I *REM/TINT
ooLT YLAST=YYMEANILASTHe {YYMEANTLASTS# 1)} -YYMEAN{LAST ) J2REV/TINY
ol § -] XORIF=XLAST-XXMEAN {NCY( )
0019 YORIFsYLAST-YYMEANINCYC)
Q020 CYCOURSDSTILAST)I=-0OSTINCYC)#REM
o2 OVELX=XDRIF /CYCDUR
0022 DYELY=YDRIF/CYCDUR
C
4 DIRECTEION OF NET ORIFY
C
0323 QIRECT=ATAN{YORIF/XCRIF)
0024 IFIXEREF §204 25,25
0025 249 TFIYDRTFI21,22422
0o2é 21 DIRFCTsNIRECT-P]
0027 GD YO 2%
o028 22 PHAECT=D IREC FePL
3029 25 om IFOR=D IRECY
003L DEGOIR=ORIFORE{180./P1)
203 DRIFMGuwSQRTEUXDRTF | 002+ (YORLF I**2]1/455600.
0032 WRITE(6,303) DRIFMG,DEGDIN
0033 303 FORMATE/ ¢ 3R *NET DRIFT= (F10.3,2Xy "CM/SECY, 10X, "DIRECTION FRNOM
1 EAST',F10.3)
0034 DEVML=(.
0933 DEYN2=0.
Guds ADEVLI=0.,
092137 YDEvVisD,.
00132 XDEV2aD.
4039 YDEY2=0.
00Al NF=MCYC el
004l D0 98 EL=NP,LAST
00s2 XO=DVELX®TINT®{LL~NCYC I » XXMEANINC YE )
0043 YOSOVELYETINT=(LL-NCYC hoYYNFANINCYC)
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0044
045

0046
Q047
0048
QD45
0050
Q051
o052
0053
0054
0255
a056
0057
00sa
0055
0060
00861

D062
0063
0064
0065

0066
0067

0701

00p2
0003

2004
Q005
0006
Q007
coos
0009
0010
0011
0012
0013
0014
aols
QoL6
Q017
ooLse

DEVM=SORT (A XXMEAN(LL ) =XDhan2 4 (YYMEANILL }=YD)# 42}
CALL TEST(NTEST,XXMEAN(NCYC) ¢ YYMEANINCYC) , XXMEANILL) o YYMFANTLL ],
1DIRECY}
IFINTESTI31431,434
31 IF(DEVMI-DEVM}I32, 38,78
k¥ XDEVI=XXMEANCLL }-XD
YOEWVI=YYMEANILL) =YD
DEVM =DEVM
GO TO 238
34 TF{DEVM2-DEVM} 25,308,348
a5 XNEVZxXXMEANILL }~XD
YDEV2sYYMEANILL) =YD
NEVMZ=DE VM
kL] CINTINUE
XDEV={ XDEV1-XDEVZ}
YDEV= (YODEVY~-YDEV2)
TIDDIR=ATAN(YDEV/XDEV]
185 TIDEDR=TIDD]IA
TIDDEG=T IDEOR*{180./PI}

MAX. TIDAL VEL. = D15P, OVER 1/2 CYCLE * PI/TIME OF CYCLE

lalalael

DEVT=SQRT{XDEV» %2+ YLEV*#2)
UT=NEWT*3,.14159/CYCDUR
WRITE (&,304) UT,TIDOEG
304 FORMATE /33X, "MAX TEDAL VELOCITY=Y,F10.3,2X,CH/SEC*,10X,
L*NIRECTION FRAM FAST!,F10.3, /)
5959 RETURN
END

SUBROUTINE TESTENTEST ¢ X0sY0s X1y YLDIRECT)
PI=3,14159
XaX1-+XD
Y=¥Y1-Y0
DIRECL=ATANIY/ X}
IFLXI20y 25425
20 TF{Y121,22422
2l DIRECI=DIRECL=-P]
GO 1O 25
22 DIRECL=DIRECL+PI
2% C INTINUE
[FIDIRECT-DIRECL1130,38, 230
30 IFIDIRECT=DIREC1=PT} 36,3643
16 NTEST=1
&0 10 9%
8 NTEST==1
%9 RETURN
FND
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paol SUBROUTINE CONVRT{NCYC,LAST,NDRIFMG,DRIFDR,UT, TIDENRLEXSEY)

0002 DIMENSION EX(50),EYL50])
Q003 EX5=20.
0004 EYS=0,
0005 NNCYCuNCYC+]
0006 DO 190 J=NNCYC,LAST
0007 EXS=EXS+EXLJ)
coos EYS=EYSHEY{S)
0005 190  CIRTINUE
0010 AVEX=FXS/ILAST=NCYC)
0011 AVEY=EYS/ILAST=NCYC]
0012 THETA=ABS{ORIFNR-TILEOR)
0013 TIOEC=UT*COS{THETA)
0014 TIDENAUT *STN(THETA}
onLs WRITE(6,191) TIDEC,TIDEN
cale LSL  FORMAT{Z,3X,' TEDE ALONG DRIFT AXISYFLO.3+2Xs"CM/SEC! 10K,
1* TIDE NORMAL T0 1T¢,F10.3,2%, "CM/SEC?)
o017 WRITELH,192) AVEX,AVEY
noLs 192  FORMAT(/,3X, "AVERAGE DISPERSION COEF. ALGNG DRIFT AXIS? . €12.5:2Xy
LPCM27SEC o+ yLON, " NORFAL TO ITV4FEL2.5+2Xs *CM2/SECT )
0019 ' RETURN
0029 END
0001 SUSROUT INE USTA INCYC,JJ, VXX, VYY,DSTUSTAR, TINT)
c
c THIS ROUTINE COMPUTES THE SHEAR YELOCTIYTY FROM A TWO
C OTMENS TONAL TRACK OF DROGUE POSITIONS, USING THE VELOCITY
c MAGMITUDES
c
Qoa2 DIMENSEON NSTAS0 I VAXI50). ¥VYY{50)
0002 CVEL=C,
o004 NDST=45600,/TINT
000% LAST=MCYCHNDST
0006 LLAST=LAST-1
0007 TF(JJ~LAST Haly 2,42
0008 41 WRITE {8,381}
0009 341  FORMAT(/,2XK,"RECORD TOQ SHORT FOR TIDAL CYCLE DESIRED IN USTAY)
noLo LLAST=J0J~-1
ool 42 DO 11% LLL=NCY(,LLAST
on12 CYEL=CVEL ¢SQRTIVEXILLLS L) ®=24¢VYYILLLSL)*#2)
0012 115 CINTINUE
0014 E1T  VELAV=CVEL/(LLL=-NCYC#+1)
c
c ASSUMING THAT FRICTION COEFFICIENT, Fy =.02
C
0o1s USTAR=VELAV/20,
0016 ' WRITE{G,331) USTAR
o017 331 FORMATU/¢3Xp"USTAR=D (FL10.3:2X"CH/SEC? /)
oo1e RETURK
0019 END



0001 SUBROUT INE PROFIL(PHL CUM, 2 WS USTAR,CAPPA,NSTEP,AOTDEP)

c
C THE PROGRAM COMPUTES THE NORMALIZED VERTICAL CONCENTRATION
c PROFILE FO A GIVEN DEPTH, SHEAR VELOCITY, AND SETTLING RATE.
C
o002 DIMENSTON PHTL(AL},S2161)+CUMIGLY 2161}
n003 Q=WS/[USTARSCAPAA}
0004 1(11=0,
00405 RSTEP=NSTEP
Q006 DE=1.FRSTEP
ooqQ? CuM{li=0.
acoa N=NSTEP+1
o]l L] 20 NN SO I=1,N
QatLe IFLZLN)=-.05) 25,25430
galtt 25 1Z=.05
opl2 GO TO 40
317113 34 It=ritl
Q014 40 S20E)I=041./22=1. 0715, )%%Q
24015 TF [I=N} &2,%3,43
0oLe 42 T(T+1)=701)+02
ooy 43 TFLI-1150y50445
ooLa 45 SA= 56 {S21T}¢52(1-1}0)00L
Qols . CUM{T}=CUM[T~1Dhe583
0320 50 CINTINUE
on21 55=1,/CUMINY}
Q322 WRITELG . 448])
23 4B FORMAT(SX, "7, 10X "PHI' }
Q024 Do &0 T=1,N
0325 PHI (T )=55852(!})
026 WRITENG,450F ZU1)4PRILI}
0027 450 FRAPAT{Z2X,FA.3,5K,E12.51)
o028 L3 CONTINUE
0929 RETUAN

[els kLo END
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0001
ounz
0003
0004
0005
0006
Q007
aoo0a
0009
j+1v] Rl
021l
Ja12
on1?
Qdl4
QoL%
J01&
0017
0018
2019
2020
0221
0022
22
QN2&
Qa25%
onzée
2027
coza
0029
og3n
0931
0032
co3az

€5

€6

658

10
T2

%
77
29

120

SUBROUTINE WETGHT{WSEPDEPTH,CUM, M, BOTDER, Z,NSTEP)
DIMENSION SEPlbioklel.cuﬂtoli.DEPTHI$11ztall.zz(bl!.uftel.ncu~lal!
Hp=Mel

MIaM=1

DO &% LalgMl
SEPlLI-.S'lDEPTHILtl1ODEPYHIL3!IGOTDEP

CANTINUE

DFAC=1.,~CEPTHI M)} /BOTDEP
SEPEMIxL ~NFAL/ (9, +ALOGIDFAC) )

L=l

NN=NSTEP+]

no &6 I=14NN

tE{1hel =1t 1)

DCUMIT I=CUMINN)=CUM{T]

CONTINUE

N3 10 I=1.NN

TFQ22(NN=T1¢11=-SEP(L })ITO,68,68
SFACllSEP(L)-ZI(NN-IfZilfllllﬂﬁ—l'll—l!inn-erIl
nTtLl-lDtU!INN-IOZI'SFAE*tDCUNINN-Ifl!-DCUHINN-ItleIICUHtNNl
t=L+l

IF(L=M)TC, 7O T2

CONTIMUE

n0D 80 L=1,M

TFIL=1375,:75.77

Wit )=uT{l)

60 10 A0

WeLI=NT{L b=WTIL-1)

CONTINUE

WMLl ~WT M)

WRITE{B,120) (IMIL} L=l %P)

EORMATI/ 20, *WEIGHTS 4 I X3 10F6 .3}

RETURN

FND
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APPENDIX C

COMPUTER PROGRAM FOR THE HORIZONTAL
DISTRIBUTION OF AVERAGE CONCENTRATION
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0001
0002
0003
0004
0005
Ccooé
0007
Q00e

0010
0011
0012
0013
0014
0015
0014
0017
0018
0019
0020
0021
0022
0023
no2a
0025
0026
0027
0628
o029

0030
64031

0032
00133

0034
0035
0036
0037
2038
0039

004}
0043
0045
00AT
0048

0049
o0so

10

1t

19
12

12

1%

16

17
18

READES+8) IHITT,VOLR

FORMATIT24164F6.3)

He M

TT=1 7Y

IFIH)L14242

D0 70 KxL,5

READ E5,10) TXS;TYSsTXL,IYL,I0,T,71,DT
FORMAT{IA T4y Ta 144 J6,FO.2,F6.2,F6.Y}
XS=1XS

Yix1¥5

XL=]XL

Yi=1YL

N=If)

READIS4 LX) TEDGIEN,TUD, IWT,IVN, A, ANG
FARMAT (2T 7,4 315+FTa 22 FTe 2}

ED=IFN

EN=TEN

¥T=aivY

Up= I

V= TyYN

P=3,1415%9

WRITE(6,9) K

FOIRMATI'L® 42X "FI2 SEDNIMENT GROUP NOL*413)
WRITFL6,19) ANG

FOONAT{* ORIFT DIRECTICN [S?,FA,2,' CFGREES FROM EAST*)
WRITEL6412)

FORMAT LS/ o' DIMENSTIONLESS PARBMETERSTI')
WRITELG,13) TUD,IVT,I¥N

EQRMAT |1 NET DREFT VELNCITY*,I5,5x,'MaAX TIDAL VELCCITY ALCNG DRI
IFT AXYS 515,55 X*NCRM#RY TN IT*,15])
WRITEt6,541F IED,.IFN

FORMAT{* OTSPERSTCN COEFFICTENTS=1,5X,* ALONG NRIFT AXIS',TT,5X,
T1'NCRMAL TN FTY 15§

WRITEIby16} T4T1,DTY

FORMATIZX o *TIMEm ¥ yFhao2 SN *END NF TNJECTION AT ', Fbe2y5X,'STEP NT
T IWTEGRATION' F&.3)

WMRETE(S,17) &

FARMAT{® CECAY FACTNRI FiOu&!)

WAITELG,.18)

FORMAT(/F,? ] Y CARAR)ZCOM /)
M=) SO

NaYL /T

“xiMsl}r2

Nl=(M+1)/2

HZw2emie]l

N2Zu2eNLel

AsXS~Mien

YoyS-Nlen

ANG=P:ANG/E A0,

80 60 T=p,M2

o0 65 JeleN2

XPRIME=XSCOSIANG P YSSINIANG)
YPRIMEn=XeSIN(ANG I ¢¥*CNS (ARG}
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0051
0052
00%3
0054
0055
0056
0057
005A
0059
nneld
0061
0062
0083
0064
0065
0066
0067
0048
L[t L)
QT
00Tl
0gr2
nory
0074
0o7s
noTe
0017
007A
0079
0080
aoRl
Q082
a0e3
o0as
00%5

%9
51

55

58

52

100

6%

57
0

T2=0.
Q1=0,
R3=9,

IFLTL-T2) 190,511,651
S1=4{XPRIME=UD*IT-T2}+(.5%

Rl=4*FDx{T=Y21)

Fil=Sl/R1

VT/PI#{CNS{22P#T)-CNSE2#PT 2} ) )42

S2ulYPRIMES{ ,S®WN/PI*{CQS[2%P¥T |-NS{24P=T 2] ) )42
R2=QMEN{T=Y2)

£2x52/802
Fi=A=(T-T2}%
F<FL+F24F3

R=42P&{T-T2) «SORT [FNXEN)

Q=01

TFIF-10M.) 55,55,56

QL=[FXP{-FI}/R -

60 TN ST
Ql=n,
T2=124DT

TFLT2-0T) 49, 46,52

02=.5%{0eq) }20T

LELIEL St
GN TN 49

CB=VILR*TTxQ3/[H**3)
WOITELGy 270 Xo¥,CHR

IR A

FORMATIFRLLyFI.T04XeELNLT)

Y=¥Yan
CONT INUF
Xad4D
¥YayS-N1*D
TONTINUF
CINT I NUF
ar TN 1
CALL EXTT
FNh
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